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Abstract

The aim of this PhD thesis is to apply tools from stochastic modeling to wind power, speed and direction data, in order to reproduce their empirically observed statistical features. In particular, the wind energy conversion process is modeled as a Langevin process, which allows to describe its dynamics with only two coefficients, namely the drift and the diffusion coefficients. Both coefficients can be directly derived from collected time-series and this so-called Langevin method has proved to be successful in several cases. However, the application to empirical data subjected to measurement noise sources in general and the case of wind turbines in particular poses several challenges and this thesis proposes methods to tackle them.

To apply the Langevin method it is necessary to have data that is both stationary and Markovian, which is typically not the case. Moreover, the available time-series are often short and have missing data points, which affects the estimation of the coefficients. This thesis proposes a new methodology to overcome these issues by modeling the original data with a Markov chain prior to the Langevin analysis. The latter is then performed on data synthesized from the Markov chain model of wind data. Moreover, it is shown that the Langevin method can be applied to low sample rate wind data, namely 10-minute average data.

The method is then extended in two different directions. First, to tackle non-stationary data sets. Wind data often exhibits daily patterns due to the solar cycle and this thesis proposes a method to consider these daily patterns in the analysis of the time-series. For that, a cyclic Markov model is developed for the data synthesis step and subsequently, for each time of the day, a separate Langevin analysis of the wind energy conversion system is performed.

Second, to resolve the dynamical stochastic process in the case it is spoiled by measurement noise. When working with measurement data a challenge can be posed by the quality of the data in itself. Often measurement devices add noise to the time-series that is different from the intrinsic noise of the underlying stochastic process and can even be time-correlated. This spoiled data, analyzed with the Langevin method leads to distorted drift and diffusion coefficients. This thesis proposes a direct, parameter-free way to extract the Langevin coefficients as well as the parameters of the measurement noise from spoiled data. Put in a more general context, the method allows to disentangle two superposed independent stochastic processes.

Finally, since a characteristic of wind energy that motivates this stochastic modeling framework is the fluctuating nature of wind itself, several issues raise when it comes to reserve commitment or bidding on the liberalized energy market. This thesis proposes a measure to quantify the risk-return-ratio that is associated to wind power production conditioned to a wind park state. The proposed state of the wind park takes into account data from all wind turbines constituting the park and also their correlations at different time lags.

Keywords: Stochastic process, Markov chain, Langevin analysis, Measurement noise, Wind energy
Resumo

Esta tese visa a aplicação do método de Langevin a dados da potência eólica, da velocidade e da direção do vento. Modelar o processo de conversão da energia eólica como um processo de Langevin permite descrever a sua dinâmica, utilizando únicamente dois coeficientes, nomeadamente os coeficientes de arraste e de difusão, que representam o comportamento determinístico e estocástico do sistema, respetivamente. Ambos os coeficientes podem ser derivados diretamente das séries temporais medidas. No entanto, a aplicação a dados medidos, em geral, e a dados medidos em turbinas eólicas, em particular, coloca vários desafios. Esta tese propõe métodos para os resolver.

Para analisar dados com o método de Langevin é necessário que sejam estacionários e Markovianos, o que a priori não é dado. Além disso, as séries temporais disponíveis são tipicamente muito curtas e com frequentes intervalos sem dados disponíveis. Ambos estes problemas influenciam o processo de estimativa. Esta tese propõe uma nova metodologia para ultrapassar estes obstáculos, utilizando a modelação dos dados originais com uma cadeia de Markov previamente à análise de Langevin. Esta última é realizada com dados sintetizados a partir da cadeia de Markov. Estes dados sintéticos não têm falhas de pontos de dados, são de extensão arbitrária e, por construção, Markovianos e estacionários.

Ao trabalhar com dados medidos, outro desafio é colocado pela própria qualidade dos dados. Frequentemente, os dispositivos de medida adicionam um ruído às séries temporais que é de natureza diferente do ruído intrínseco do processo subjacente estocástico. Analisar estes dados contaminados com o Método de Langevin pode ser difícil, dado que o ruído que está presente nos dados também distorce os coeficientes de arraste e difusão extraídos destes. Esta tese propõe uma forma directa, não paramétrica, de estimar os coeficientes de Langevin, assim como os parâmetros do ruído de medida.

Uma situação frequente quando se lida com medições de dados de vento é a sua baixa taxa de amostragem. Esta tese aplica o método de Langevin aos dados médios de períodos de 10 minutos, que são os dados tipicamente disponíveis, e mostra que mesmo com esta baixa taxa de amostragem, é possível extrair as características da dinâmica do processo de conversão de energia eólica.

Dados de vento exibem muitas vezes padrões diários devido ao ciclo solar e esta tese propõe um método para considerar estes padrões diários na análise das séries temporais. Para isso, desenvolve-se um modelo cíclico de Markov para a sintetização dos dados e subsequentemente, para cada período de 10 minutos do dia, é feita uma análise de Langevin do sistema de conversão de energia eólica.

Outra característica da energia eólica é a natureza intermitente da sua fonte (dada a modelação através de processos estocásticos), que levanta várias questões no âmbito das reservas contratadas no mercado liberalizado da energia. Esta tese propõe uma medida para quantificar o quociente de risco-retorno que está associado à produção de energia eólica, condicionado ao estado do parque eólico. O estado do parque eólico definido toma em conta dados vindos de todas as turbinas eólicas do parque e também as suas correlações temporais.

Palavras-chave: processo estocástico, cadeia de Markov, análise de Langevin, ruído de medida, energia eólica
Part I

Background
Chapter 1

Introduction and overview

The demands for electric energy have increased dramatically over the last century and wind power has become a competitive alternative to conventional energy sources. It is inexpensive, renewable, produces no greenhouse gases or hazardous waste and uses little land [Gasch and Twele, 2012]. Its drawback however is its high variability, which imposes a challenge to incorporating it into a grid. To compensate for this variability, wind energy is usually combined with other power sources, such as water or gas (reserve commitment) and the industry relies on weather forecasts to predict the power output and to act accordingly.

Atmospheric wind is caused by pressure differences across the earth’s surface due to uneven heating of the earth by solar radiation. The regions close to the equator absorb more solar radiation than for example the regions around the poles. These spatial variations in heat create pressure variations that cause winds to flow from high to low pressure areas [Burton et al., 2001]. This results in a large-scale global circulation pattern, which is disturbed by variations on continental scales due to geography, i.e. oceans and land masses. On an even smaller scale, the local topography has a huge effect on the nature of the wind. For example, hills and mountains result in regions of increased wind speed whereas sheltered valleys lead to a reduced wind speed. In addition to this, there are thermal effects that can result in local variations such as temperature gradients between altitudes [Manwell et al., 2009] or differential heating between land and sea. Local effects like friction with the earth’s surface or variations of temperature also have a strong impact on the wind causing a turbulent flow close to the ground.

This variability of the wind over a wide range of scales exists not only in space but also in time: atmospheric winds exhibit variations on time scales covering several orders of magnitude, ranging from centuries [Böttcher et al., 2006] to seconds or less [Burton et al., 2001]. This co-existence of several scales is one of the main ingredients of what is known as the turbulent character of wind dynamics. Richardson [1922] suggested, that in a turbulent flow, energy is passed down from the larger to the small scales through a hierarchy of decreasing vortices, where it dissipates due to viscous stresses. This concept of an energy cascade was built on by Kolmogorov [1941b,a], who introduced the so-called Kolmogorov scale below which the dissipative effects dominate the dynamics.

Electric energy generated from wind power fluctuates at several different time scales due to this turbulent behavior of the wind and therefore, describing it is an important research topic. This can be achieved using the Navier-Stokes equations, partial differential equations describing any single-phase fluid flow, taking into account pressure, density, viscosity and external forces. Methods from computational fluid dynamics serve to solve these equations numerically for certain initial conditions and subject to proper boundary conditions. However to do that for all scales of interest is computationally very expensive. Moreover, the air flow can be described as chaotic [Burton et al., 2001], i.e. small variations in the initial or boundary conditions can result in large differences in the predictions. In contrast to this chaotic character of the details of wind flow and the fact that they vary from one realization of a flow to the next, its statistical properties seem to be well behaved and well
reproducible [Burton et al., 2001]. Therefore, an alternative approach is to use a probabilistic ansatz, which describes the macroscopic properties of the wind flow as a whole instead of following the movement of each single gas molecule. In this context, methods of generalized stochastic processes are a promising tool [Peinke et al., 2014] and both wind velocity and power have been described through Langevin dynamics. Such models assume the wind speed or power at a moment in the future to be the sum of the wind speed or power at the current time and a noise contribution intrinsic to the wind. The coefficients describing the influence of the current time as well as the amplitude of the noise term can be directly estimated from experimental or measurement data [Friedrich et al., 2011]. This ansatz proved to be very successful, as described in Chapter 2.

Since the stochasticity of the wind field transfers to the stochastic dynamics of the power output of the wind turbine, the application of the Langevin method to wind energy conversion systems could lead to a better understanding of the stochastic aspects of power production coupled to the wind velocity field.

The application of the Langevin method to wind energy conversion systems is the heart of this thesis. After describing the state of art in Chapter 2, covering the theory of stochastic processes as well as a summary of its applications to the area of wind energy, the main contributions are presented in Part II as follows:

- Chapter 3 introduces a model of a real-world dataset containing measurements of wind power, speed and direction at a wind turbine based on a discrete, finite-state Markov process. The theory of Markov chains is introduced and the modeling process is described in detail. First, a method to partition the state space is presented. Then, an optimization problem is formulated, whose solution yields the model parameters. This is achieved by minimizing a constrained objective function that is a combination of negative log-likelihood functions describing the likelihood of one-, two- and three-step state transitions in the data. The obtained model is then compared to the original data to ensure all statistical properties are captured and two possible applications are suggested: persistence analysis and the validation of additional information in terms of forecast. The paper corresponding to this chapter that introduces on of the fundamental ideas of the methodology presented in this thesis was published in 2012.

- Chapter 4 models and analyses the dynamic behavior of this turbine in terms of the Langevin approach. For this, a synthetic dataset, based on the model described in Chapter 3 is generated. This synthetic data is Markovian by construction, does not have missing data points or periodicities and is of arbitrary length. Thus, this analysis avoids typical issues with real-world data while containing its statistical properties and dynamic behavior. The Langevin approach allows to separate the dynamics of the turbine into a deterministic and a stochastic part, given by the so-called drift and diffusion coefficients at each point in state space. Analysis of the resulting coefficients in the wind-speed plane uncovers specific features of the wind turbine and characterizes its different working regions. Moreover, it is shown, how the power curve, describing the functional dependence between wind speed and power can be derived from both drift and diffusion coefficients.

- Chapter 5 extends the discrete, finite-state Markov model introduced in Chapter 3 to describe an inhomogeneous process, capturing diurnal patterns in wind power production. The time-dependent transition probabilities are modeled using Bernstein polynomials which reduces the problem size. Again, the model parameters are estimated using an optimization problem. Its objective function consists of two parts, one ensuring that the long-term statistical properties of the data are captured and one that incorporates the daily variations. The formulation of the convex optimization problem with all constraints is described in detail. Subsequently, the model is compared to the original data to ensure all statistical properties are captured. Moreover, a time-dependent persistence analysis of power production is presented.
**Figure 1.1: Scheme of the contributions presented in this thesis together with the specific challenges they tackle.**

- Chapter 6 describes the application of the Langevin method to synthetic data generated with the model introduced in Chapter 5. This has the advantages stated above compared to the direct analysis of the real-world data. The results are then used to investigate changes in the dynamic behavior of the turbine throughout the day, which is demonstrated on an example.

- Chapter 7 addresses a problem that frequently occurs with real-world data: Often the collected data is spoiled with measurement noise and directly analyzing this noisy data would lead to distorted drift and diffusion coefficients and thus a distorted description of the system’s dynamics. The paper describes a parameter-free algorithm that can separate the unspoiled time-series from this measurement noise, given that the latter can be modeled as an Ornstein-Uhlenbeck process. The method can also be seen as a way to disentangle two stochastic signals. The theory behind the methodology is briefly summarized and its implementation described in detail. The algorithm’s functionality is demonstrated on a synthetic dataset.

- Chapter 8 explores the area of energy markets and proposes a modified mean-variance, also called risk-return, approach to power production. Here, a wind park “state” is suggested, based on the velocity field of all wind turbines in a park and at several time lags. It is then used to formulate a risk-return measure conditioned to this state.

Section 9 presents the overall conclusions and discusses some open questions for future work. The scheme in figure 1.1 presents the contributions of this thesis and their interdependencies in the context of the challenges they tackle.
Chapter 2

State of the art

2.1 An historical example: Brownian motion

London, June, 1827. Robert Brown is in his botanical collection at Soho square that he had taken over from his mentor, Sir Joseph Banks after his death in 1820. His research in the last years had led him to the decision to study the structure of the Pollen and to inquire into its mode of action on the Pistillum, the female part of the flower, since he doubted the observations of his colleagues on the mode of action of the pollen in the process of impregnation. To begin his studies, he had chosen *Clarkia pulchella*, a plant whose pollen were filled with particles or granules of unusually large size and of a figure between cylindrical and oblong. He carefully prepared a sample of the pollen in water and slid it under his brass-built microscope. Briefly he was tempted to use the new lenses he had just obtained, they had much higher power than his usual lens. But to give greater consistency to his statement and also to bring the subject as much as possible within the reach of general observation, he decided to employ the simple lens throughout his inquiries.

As he examined the form of the particles immersed in water, he observed many of them very evidently in motion, a motion not only of a change of place in the fluid but also not infrequently of a change of form in the particle itself. His curiosity was piqued. He prepared more samples and after frequently repeated observation of the movement, he concluded that it did not arise from currents in the fluid or its gradual evaporation but belonged to the particle itself. Could this be true? Was he observing the essence of life?

He extended his studies to other plants of the same family, then numerous other species having particles that varied in form from oblong to spherical. He found motion in the particles of the pollen of all living plants he examined and decided to inquire whether this property continued after the death of the plant and for what length of time it was retained. So he went to his herbarium and prepared samples from specimens of several plants, some of which had been dried and preserved for twenty years and others not less than a century. As he eyed through his microscope, to his big astonishment, he observed the particles in evident motion. Brown then had the suspicion the movement was associated with organic matter so he moved this experiments on to organic bodies, like pit-coal, fossil wood or other substances of vegetable origin. The movement was clearly visible. He went on with his experiments and noted, that his suspicion was wrong and the motion was not limited to organic bodies or even their bodies which he proved by analyzing window glass, samples of metals, rocks of all ages and even a fragment of the Sphinx and meteorites from various localities. Brown concluded, that any solid mineral would reveal the phenomenon once it was reduced to a sufficiently fine powder to be temporarily suspended in water.

Robert Brown was not the first one to observe the motion and following the publication of his observations in 1827 [Brown, 1828] and 1829 [Brown, 1829] many more experiments were conducted. However, only almost 70 years later, Einstein [1905] gave the explanation for the motion. In his 1905 paper he stated that it was a result of the pollen being moved by collisions with water molecules. Independently, Smoluchowski [1906] published the same results a year after. Their
theory of Brownian motion was verified experimentally by Perrin [1913] in 1908 and thus it was confirmed that atoms and molecules actually exist, which so far had only been speculated. But Einstein’s paper was ground-breaking in another sense as well: With the probabilistic description of the fluid’s molecules’ effect on the pollen grain it was the beginning of stochastic modeling of natural phenomena.

Many of the concepts employed in this thesis can already be found in Einstein’s paper. Assuming that the “push” of a particle at a given time is independent of any previous motion he uses the so-called Markov property and derives a special form of the Chapman-Kolmogorov equation. From there, using an approximation that is essentially the Kramers-Moyal expansion, he arrives at a diffusion equation, which is a special case of the Fokker-Planck equation [Gardiner, 2009]. Years after Einstein’s first description, Langevin presented a different and according to him “infinitely more simple” method to approach Brownian motion and in the course of his paper gave the first example of a stochastic differential equation, thereafter known as the Langevin equation [Langevin, 1908].

All the mentioned approaches that were first presented with the investigation of Brownian motion are essential to the subject of stochastic processes, which are an important tool for the description of complex systems. Assuming a basic knowledge of probability theory [Feller, 1968, 1971], this chapter will formally introduce the theoretical concepts that are fundamental to this thesis. It is based on the well-known books on the subject of stochastic processes by Gardiner [2009] and Risken [1984].

### 2.2 Stochastic process

The previous section introduced Brownian motion as the first example of a stochastic process, which is the evolution of a random variable \( X(t) \) representing the state of some system over time, indexed by \( t \). In general, a stochastic process can be multidimensional, i.e. \( X(t) \in \mathbb{R}^N \), however, this introduction focuses on one dimensional stochastic processes \( X(t) \in \mathbb{R} \). The multidimensional case can be described in analogue, the only changes that arise with the transition to \( N \) dimensions are described in Section 2.6. Stochastic processes, as dealt with in this thesis, are considered to be time-continuous, but their state \( x_i = X(t_i) \) can only be observed at discrete times \( t_i, i \in [0, ..., T] \) for some \( T \in \mathbb{N} \). Using these observations or measurements, a complete description of the stochastic process can be given by a set of joint probability densities \( f(x_0, t_0; x_1, t_1; \ldots; x_T, t_T) \). Based on the joint probability densities, conditional probability densities are defined as

\[
p(x_{i+1}, t_{i+1} | x_i, t_i; \ldots; x_0, t_0) = \frac{f(x_{i+1}, t_{i+1}; x_i, t_i; \ldots; x_0, t_0)}{f(x_i, t_i; \ldots; x_0, t_0)} \tag{2.1}
\]

and can be viewed as a probabilistic prediction for the future value \( X(t_{i+1}) \) of the process knowing its values \( X(t_i), \ldots, X(t_0) \) in the past. This interpretation of the conditional probability as the “memory” of the stochastic process leads to the definition of a special class of stochastic processes, the so-called Markov processes.

### 2.3 Markov process

A Markov process is a memory-less stochastic process, i.e. the probability of any future state of the system only depends on its current state, not on the past. In terms of conditional probabilities this

\[\text{A remark on notation: In this thesis, the capital letter is used to describe the stochastic process, whereas the small letter is used to refer to a specific value, an observation of the stochastic process, in state space. Therefore, the values } x_i \text{ are in general not in order } (i < j \neq x_i < x_j) \text{ and they can assume the same values } (x_i = x_j \neq i = j). \text{ It is just for simplicity that the values are indexed with the same index as the time of their observation. Thus, } X(t_i) \text{ is variable that can assume any value in the state space, } x_i \text{ is a certain value in state space that in the trajectory under observation is assumed by } X \text{ at time } t_i.\]
Markov property can be formulated as
\[ p(x_{i+1}, t_{i+1} | x_i, t_i; \ldots; x_0, t_0) = p(x_{i+1}, t_{i+1} | x_i, t_i). \] (2.2)

Applying the Markov property to equation (2.1) leads to
\[ f(x_{i+1}, t_{i+1}; x_i, t_i; \ldots; x_0, t_0) = f(x_0, t_0) \prod_{j=0}^{i} p(x_{j+1}, t_{j+1} | x_j, t_j), \] (2.3)

which shows that a Markov process can be completely described using only the conditional probabilities \( p(x_{i+1}, t_{i+1} | x_i, t_i), i \in \{1, \ldots, T\} \) and its initial state \( x_0 = X(t_0) \). The law of total probability together with the Markov property yields the central dynamic equation to all Markov processes, the so-called Chapman-Kolmogorov equation
\[ p(x_{i+1}, t_{i+1} | x_{i-1}, t_{i-1}) = \int_{-\infty}^{\infty} p(x_{i+1}, t_{i+1} | x_i, t_i)p(x_i, t_i | x_{i-1}, t_{i-1})dx_i, \] (2.4)

which states that the probability of the system transitioning to a state \( x_{i+1} \) from \( x_{i-1} \) is given as the integral over all possible states the system can assume in between the corresponding time-steps \( t_i \).

### 2.4 Discrete Markov process

In the special case of a discrete, finite, state space \( \mathcal{S} = \{s_0, s_1, \ldots, s_n\}, n \in \mathbb{N} \), the Markov property reads
\[ p(s_j, t_{k+1} | s_i, t_k; s_{k-1}, t_{k-1}; \ldots; s_0, t_0) = p(s_j, t_{k+1} | s_i, t_k). \] (2.5)

All transition probabilities \( p_{ij}(t_k) = p(s_j, t_{k+1} | s_i, t_k) \) can be described by the so-called transition matrix \( P(t_k) \), a \( n \times n \) matrix with entries \( P_{ij}(t_k) = p_{ij}(t_k) \) for all \( i, j \in \{0, \ldots, n\} \). Each transition probability fulfills the properties \( p_{ij}(t_k) \geq 0 \) and \( \sum_{j} p_{ij}(t_k) = 1 \). The Markov process is completely described by these transition matrices and the initial state value \( X(t_0) \) due to the Chapman-Kolmogorov equation, that for a discrete state space reads:
\[ p(s_j, t_{k+1} | s_i, t_k) = \sum_{l} p_{il}(t_k)p_{lj}(t_k), \quad \forall i, j \in \{0, \ldots, n\}. \] (2.6)

If the transition probabilities repeat themselves after a certain period \( T \), i.e. if \( T \) is the smallest number, such that \( p_{ij}(mT + r) = p_{ij}(r) \) for integer \( m \) and \( 0 \leq r < T \) [Platis et al., 1998], the Markov process is called cyclic and can be described by its initial distribution and \( T \) transition matrices \( P(r), r = 0, \ldots, T - 1 \). If the transition probabilities are constant and thus the process can be completely described by one transition matrix and its initial state value, it is called a (time-homogeneous) Markov chain [Kemeny and Snell, 1976].

An interesting property of any Markov process is its long-term behavior, in particular how much time it spends in each state as \( t \) approaches infinity. For a discrete finite state space this long-term behavior is described by the limiting distribution \( \pi = (\pi_0, \ldots, \pi_n) \), where \( \pi_j = \lim_{t \to \infty} p(s_j, t) \). If the Markov chain is aperiodic and it is possible to reach every state from any other state, this distribution is stationary and it can be computed as \( \pi = \lim_{t \to \infty} P^t \). It is independent from the initial distribution of the Markov chain and satisfies the balance equation \( \pi = \pi P \). By the Perron-Frobenius theorem it can be computed as the normalized eigenvector corresponding to the unit eigenvalue of the transition matrix [Pillai et al., 2005].

In the case of a cyclic time-inhomogeneous Markov process, for each \( 0 < r < T \) a stationary distribution exists, which can be interpreted as the limiting distribution of the Markov process considering only the data points at time steps that are a multiple of \( r \). The stationary distribution \( \pi_r \) is given by
\[ \pi_r = \pi^* \cdot P^{(0)} \cdot \ldots \cdot P^{(r-1)}, \] (2.7)
where \( \pi^* = \lim_{t \to \infty} P^t \) and \( P = P^{(0)} \cdot \ldots \cdot P^{(T-1)} \). Details of the derivation can be found in Chapter 5.
2.5 Kramers-Moyal coefficients and the Fokker-Planck equation

A stochastic process can evolve in many (often infinitely many) ways, even when starting from the same initial state. However, even though the realization of the stochastic process at a time \( t \) is random, the probability of each possible value is fixed. Therefore, the time evolution of the stochastic process can (and should) be described in a probabilistic way, i.e. by the evolution of its distribution function. For the case of Markov processes it is given by the so called Fokker-Planck equation, which will be introduced in this section. The derivation follows the approach presented by Risken [1984], who uses the conditional moments of the Markov process to define the Kramers-Moyal expansion of the distribution function and then, employing the theorem of Pawula, proves that it reduces to the Fokker-Planck equation. A different approach can be found in Gardiner [2009], deriving the Fokker-Planck equation from a differential version of the Chapman-Kolmogorov equation and thus directly deriving it from the Markov property.

The Kramers-Moyal expansion is an expansion of the distribution function that makes use of the moments of the stochastic process, defined as

\[
M_n(x,t,\tau) = \langle [X'(t+\tau) - X'(t)]^n | X'(t) = x \rangle = \int_{-\infty}^{\infty} (x' - x)^n p(x', t + \tau | x, t) dx', \tag{2.8}
\]

where \( \tau \) is a multiple of the discretization time-step \( \Delta t \) and \( \langle \cdot | X(t) = x \rangle \) symbolizes a conditional averaging over the entire measurement period, where only measurements with \( X(t) = x \) are taken into account.

The differential of the probability distribution of the stochastic process is given as

\[
\frac{\partial f(x,t)}{\partial t} = \lim_{\tau \to 0} \frac{f(x,t+\tau) - f(x,t)}{\tau}. \tag{2.9}
\]

For the distribution at time \( t + \tau \) the law of total probability yields

\[
f(x,t+\tau) = \int_{-\infty}^{\infty} f(x,t+\tau,x',t) dx'
= \int_{-\infty}^{\infty} p(x,t+\tau|x',t) f(x',t) dx', \tag{2.10}
\]

where the transition probability \( p(x,t+\tau|x',t) \) can be described in terms of the \( \delta \)-function as

\[
p(x,t+\tau|x',t) = \int_{-\infty}^{\infty} \delta(y-x) p(y,t+\tau|x',t) dy. \tag{2.11}
\]

Using the Taylor expansion of the \( \delta \) function

\[
\delta(y-x) = \delta(x'-x+y-x')
= \sum_{n=0}^{\infty} \frac{(y-x')^n}{n!} \left( \frac{\partial}{\partial x'} \right)^n \delta(x'-x)
= \sum_{n=0}^{\infty} \frac{(y-x')^n}{n!} \left( -\frac{\partial}{\partial x} \right)^n \delta(x'-x), \tag{2.12}
\]

Equation (2.11) can be reformulated as

\[
p(x,t+\tau|x',t) = \sum_{n=0}^{\infty} \frac{1}{n!} \left( -\frac{\partial}{\partial x} \right)^n \left[ \int_{-\infty}^{\infty} (y-x')^n p(y,t+\tau|x',t) dy \right] \delta(x'-x)
= \left( 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \left( -\frac{\partial}{\partial x} \right)^n M_n(x',t,\tau) \right) \delta(x'-x)
= \left( 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \left( -\frac{\partial}{\partial x} \right)^n M_n(x,t,\tau) \right) \delta(x-x'). \tag{2.13}
\]
Inserting Equations (2.13) and (2.11) into Equation (2.9) leads to

\[
\frac{\partial f(x,t)}{\partial t} = \lim_{\tau \to 0} \frac{1}{\tau} \left[ \int_{-\infty}^{\infty} \left( 1 + \sum_{n=1}^{\infty} \frac{1}{n!} \left( -\frac{\partial}{\partial x} \right)^n M_n(x,t,\tau) \right) \delta(x-x')f(x',t) \, dx' - f(x,t) \right]
\]

\[
= \lim_{\tau \to 0} \frac{1}{\tau} \sum_{n=1}^{\infty} \left( -\frac{\partial}{\partial x} \right)^n \int_{-\infty}^{\infty} \delta(x-x') M_n(x,t,\tau) f(x',t) \, dx'
\]

\[
= \lim_{\tau \to 0} \frac{1}{\tau} \sum_{n=1}^{\infty} \left( -\frac{\partial}{\partial x} \right)^n M_n(x,t,\tau) f(x,t)
\]

\[
= \sum_{n=1}^{\infty} \left( -\frac{\partial}{\partial x} \right)^n \left[ \frac{1}{n!} \lim_{\tau \to 0} \frac{1}{\tau} M_n(x,t,\tau) \right] f(x,t).
\]

(2.14)

Applying the definition of the Kramers-Moyal coefficients

\[
D^{(n)}(x,t) = \frac{1}{n!} \lim_{\tau \to 0} \frac{1}{\tau} M_n(x,t,\tau)
\]

(2.15)
yields the Kramers-Moyal expansion

\[
\frac{\partial f(x,t)}{\partial t} = \sum_{n=1}^{\infty} \left( -\frac{\partial}{\partial x} \right)^n D^{(n)}(x,t) f(x,t).
\]

(2.16)

This expansion has infinitely many terms, but it can be shown that for many practical applications the coefficients vanish for \( n \geq 3 \). This is due to the theorem of Pawula, which states that the expansion either stops after the first or second term or it requires an infinite number of terms. To prove it, insert

\[
g_1(x) = (x-x')^n,
\]

(2.17a)

\[
g_2(x) = (x-x')^{n+m},
\]

(2.17b)

\[
p(x) = p(x,t+\tau|x',t')
\]

(2.17c)

into the generalized Schwartz inequality

\[
\left( \int_{-\infty}^{\infty} g_1(x) g_2(x) p(x) \, dx \right)^2 \leq \int_{-\infty}^{\infty} g_1^2(x) p(x) \, dx \int_{-\infty}^{\infty} g_2^2(x) p(x) \, dx,
\]

(2.18)

which yields

\[
\left( \int_{-\infty}^{\infty} (x-x')^n(x-x')^{n+m} p(x,t+\tau|x',t') \, dx \right)^2 \leq \int_{-\infty}^{\infty} (x-x')^{2n} p(x,t+\tau|x',t') \, dx \int_{-\infty}^{\infty} (x-x')^{2n+2m} p(x,t+\tau|x',t') \, dx,
\]

(2.19)

that, rewritten in terms of the moments reads

\[
M_{2n+m}^2 \leq M_{2n}^2 M_{2n+2m} \quad \text{for all positive integers } n,m.
\]

Dividing by \( \tau \) and considering the limit of \( \tau \to 0 \) allows to apply the definition of the Kramers-Moyal coefficients given by Equation (2.15), yielding

\[
\left( (2n+m)!D^{(2n+m)} \right)^2 \leq (2n)!(2n+2m)!D^{(2n)} D^{(2n+2m)}
\]

(2.20)

for the expansion coefficients with \( n,m \geq 1 \).

From this it can be seen that if \( D^{(2r)} = 0 \) for any \( r \geq 1 \), all coefficients \( D^{(n)}(x,t) \) with \( n \geq 3 \) must vanish. The resulting truncated expansion

\[
\frac{\partial f(x,t)}{\partial t} = \left( -\frac{\partial}{\partial x} D^{(1)}(x,t) + \frac{\partial^2}{\partial x^2} D^{(2)}(x,t) \right) f(x,t),
\]

(2.21)
is known as the Fokker-Planck equation and the first and second Kramers-Moyal coefficients as the drift and diffusion coefficient, respectively.
2.6 The Langevin equation

The first stochastic equation, i.e. a differential equation with a random term, was formulated by Langevin in his study of Brownian motion. He assumed, that two forces act on the Brownian particle: a viscous drag and a fluctuating force which represents the impacts of the molecules of the liquid. This description of Brownian motion as the sum of a deterministic part and stochastic fluctuations can be generalized into the nonlinear Langevin equation

\[
\frac{dX}{dt} = h(X,t) + g(X,t)\Gamma(t),
\]

(2.22)

where \( \Gamma \) is a Gaussian distributed, uncorrelated noise with the properties

\[
\langle \Gamma(t) \rangle = 0, \tag{2.23a}
\]
\[
\langle \Gamma(t) \Gamma(t') \rangle = \delta(t-t'). \tag{2.23b}
\]

Equations (2.23) provide an intuitive description of a stochastic force: it ensures that the fluctuations average out in time and that for different times \( t \) and \( t' \) the corresponding values of the stochastic force are statistically independent, i.e. that there is no time-correlation between values of the stochastic force.

The coefficients of the Langevin equation are given by the first two terms of the Kramers-Moyal expansion

\[
h(X,t) = D^{(1)}(x,t), \tag{2.24a}
\]
\[
(g(X,t))^2 = D^{(2)}(x,t), \tag{2.24b}
\]

which connects the Langevin with the Fokker-Planck equation, both describing the stochastic process.

These relations are derived in the following. The definition of the drift coefficient and application of the Itô-calculus [Milan, 2014] yields

\[
D^{(1)}(x_0,t) = \lim_{\tau \to 0} \frac{1}{\tau} \langle (X(t+\tau) - X(t))|X(t) = x_0 \rangle
\]
\[
= \lim_{\tau \to 0} \frac{1}{\tau} \langle \int_t^{t+\tau} [h(X,t') + g(X,t')\Gamma(t')] dt'|X(t) = x_0 \rangle
\]
\[
= \lim_{\tau \to 0} \frac{1}{\tau} \langle h(X,t) \int_t^{t+\tau} dt' + g(X,t) \int_t^{t+\tau} \Gamma(t') dt'|X(t) = x_0 \rangle
\]
\[
= h(x_0,t) + g(x_0,t) \lim_{\tau \to 0} \frac{1}{\tau} \int_t^{t+\tau} \langle \Gamma(t')|X(t) = x_0 \rangle dt'
\]
\[
= h(x_0,t), \tag{2.25}
\]

where the relations \( \int_t^{t+\tau} h(x,t') dt' = h(x,t) \tau \) and \( \int_t^{t+\tau} g(x,t')\Gamma(t') dt' = g(x,t) \int_t^{t+\tau} \Gamma(t') dt' \) were used.
For the diffusion coefficient it holds

\[
D^{(2)}(t_0, t) = \frac{1}{2} \lim_{\tau \to 0} \frac{1}{\tau} \langle (X(t + \tau) - X(t))^2 | X(t) = x_0 \rangle \\
= \frac{1}{2} \lim_{\tau \to 0} \frac{1}{\tau} \int_t^{t+\tau} [h(X(t'), g(X(t'), t')) \Gamma(t')] dt' \int_t^{t+\tau} [h(X(t''), g(X(t''), t''))] dt'' | X(t) = x_0 \rangle \\
= \frac{1}{2} \lim_{\tau \to 0} \frac{1}{\tau} \int_t^{t+\tau} \int_t^{t+\tau} h(X(t'), h(X(t''), t')) dt' dt'' \\
+ \int_t^{t+\tau} \int_t^{t+\tau} g(X(t'), \Gamma(t') g(X(t''), \Gamma(t'')) dt' dt'' | X(t) = x_0 \rangle \\
= \frac{1}{2} h(x_0, t)^2 \lim_{\tau \to 0} \frac{1}{\tau} + \frac{1}{2} g(x_0, t)^2 \lim_{\tau \to 0} \frac{1}{\tau} \int_t^{t+\tau} \Gamma(t') \Gamma(t'') dt' dt'' | X(t) = x_0 \rangle \\
= \frac{1}{2} h(x_0, t)^2 \lim_{\tau \to 0} \frac{1}{\tau} \int_t^{t+\tau} \int_t^{t+\tau} 2 \delta(t' - t'') dt' dt'' \\
= (g(x_0, t))^2. \\
\tag{2.26}
\]

Equation (2.24b) is the only result from the theory of stochastic processes summarized in this chapter, where the extension to higher dimensions is not completely in analogue. The arising problematic can already be seen with the transition to two dimensions. In this case, the drift \(D^{(1)}(x, t)\) is given by a vector and the diffusion \(D^{(2)}(x, t)\) by a matrix. Therefore \(g(x, t)\) is given by a matrix fulfilling \(g(x, t)^T g(x, t) = D^{(2)}(x, t)\) and thus, the Langevin coefficients are not unique: If \(g(x, t)\) solves equation (2.24b), then all matrices of the form \(\tilde{g} = gO\) where \(O\) is an orthogonal matrix \((OO^T = I)\) are also admissible solutions. Usually, the Langevin equation selected is given by the matrix \(g(x, t)\) that is the square root of \(D^{(2)}\), computed through an eigenvalue decomposition.

### 2.7 Stochastic data modeling

The previous sections introduced the two fundamental tools for the description and analysis of stochastic processes, the Langevin and the Fokker-Planck equation. The goal of stochastic data modeling is to extract the coefficients defining these equations directly from synthesized or real time-series data. This is achieved in two steps [Friedrich et al., 2011].

First, to apply the Langevin method it is necessary to ensure that the data is stationary and Markovian. Testing for stationarity is done by measuring the numerical stability of the first two moments of the observed stochastic process. To determine whether the process is Markovian or not it is necessary to estimate the so-called Markovian time scale, which is the minimum time interval over which the data can be considered as a Markov process. For time increments smaller than the Markov scale dynamical noise sources become correlated and also measurement noise can spoil the Markovian properties [Einstein, 1905; Lück et al., 2006].

There are several tests that can be carried out to achieve this, for example the Wilcoxon-test [Wilcoxon, 1945] or checking directly the validity of the Markov property or the Chapman-Kolmogorov equation, for details the reader may refer to Friedrich et al. [2011]. The papers presented in this thesis omit this step and instead create synthetic, Markovian data with the same statistic properties as the original data by the means of a Markov chain model. This is described below and in Chapter 3.

In a second step, the drift and diffusion coefficients are determined. Equations (2.21) and (2.24) show, that any Markov process can be completely described once the drift and diffusion coefficients are known. As already indicated in their definition by Equation (2.15), they are computed as the small \(\tau\)-limit of the conditional moment [Friedrich and Peinke, 1997]:

\[
D^{(i)}(x, t) = \lim_{\tau \to 0} \frac{1}{\tau} M^{(i)}(x, t, \tau), \\
\tag{2.27}
\]
where the conditional moments are given by Equation (2.8).

The computation of the drift and diffusion coefficient as this limit can be difficult for several reasons [Kleinhaus, 2008]. First, often there is not enough data to compute reliable results. If there is little data available, the discretization process of the time-series that precedes the computation of the drift and diffusion coefficient leads to little unoccupied bins. Therefore, the averaging in the computation of the conditional moments is done over a small amount of data and therefore the results are not stable.

In this thesis, the problem of having too little data is overcome by analyzing synthetically generated time-series of arbitrary length (see Chapters 3, 4, 5, 6).

Second, each data set has a finite sampling frequency and thus, there is a minimal \( \tau = \Delta t \) value for which the fraction in Equation (2.27) can be computed. In many cases however, for the smallest values of \( \tau \) the conditional moments depend linearly on \( \tau \) and the drift and diffusion coefficients can therefore be estimated by the quotient between the corresponding conditional moment and \( \tau \) in this range [Rinn et al., 2016; Siegert et al., 1998].

Once the drift and diffusion coefficients are obtained, they serve to analyze the dynamical behavior of the system under study. The methodology has the advantage, that the coefficients are directly estimated from the data and therefore no a priori assumptions about their functional form are necessary. Moreover, it is computationally cheap. It has been applied to various areas, for example in medicine, where Friedrich et al. [2000b] analyzed Parkinson data or Kuusela [2004] revealed pathological cardiac dynamics using a stochastic heart-rate model. In the world of finance, Friedrich et al. [2000a] showed that the U.S. dollar-German mark exchange rates upon different delay times can be analyzed using the Langevin framework. The method has also been applied to traffic flow data [Kriso et al., 2002], road surface profiles [Waechter, M. et al., 2003] and, of course, wind energy. Boettcher et al. [2003] analyzed wind gust measurements near the north sea border of northern Germany and Sura and Gille [2003] interpreted the wind-driven southern ocean variability in a stochastic framework. For a comprehensive review of the applications of the Langevin method, the reader may refer to [Friedrich et al., 2011].

Since all data describing stochastic processes is available as a series of measurements at discrete times, discrete Markov processes are a valuable tool for description and analysis.

To model a dataset using a Markov chain \( X(t) \) with a discrete finite state space \( S = \{s_0, s_1, \ldots, s_n\}, n \in \mathbb{N} \) it is necessary to estimate the transition probabilities \( p_{ij} \) that describe the transition from state \( s_i \) to state \( s_j \) for all \( i, j \). This is usually done by maximizing a likelihood function which describes the realization probability of a given dataset [Anderson and Goodman, 1957]. For a sequence of \( M \) states \( \{X(t_0) = s_{i_0}, \ldots, X(t_M) = s_{i_M}\} \) with \( s_{i_0}, \ldots, s_{i_M} \in S \) and \( i_0, \ldots, i_M \in \{0, \ldots, n\} \), its probability can be computed as \( p \{X(t_0) = s_{i_0} \} p_{i_0 i_1} p_{i_1 i_2} \cdots p_{i_M-1 i_M} \). Since the term \( Pr \{X(t_0) = s_{i_0}\} \) is constant, given a set of observed state transitions \( S \), it is possible to estimate \( p \) by maximizing the likelihood

\[
F = \prod_{(ij) \in S} p_{ij},
\]

subject to \( \sum_j p_{ij} = 1 \forall i \) and \( 0 \leq p_{ij} \leq 1 \forall i, j \), where a transition is described by an ordered pair \( (i, j) \) indicating the origin and the destination of the transition. Introducing the notation \( n_{ij} \) for the number of transitions \( (i, j) \) in the dataset and yields

\[
F = \prod_{i=1}^{n} \prod_{j=1}^{n} p_{ij}^{n_{ij}},
\]

which can be simplified to the log-likelihood

\[
F_{\log} = \sum_{i=1}^{n} \sum_{j=1}^{n} n_{ij} \log(p_{ij}).
\]
2.8 Empirical data and measurement noise

A problem when dealing with real-world data, i.e., a set of measurements, is that often it is spoiled by measurement noise, which means that an additional noise source, generated by measurement devices for example, is present in the data. This measurement noise is different from the intrinsic dynamical

Using Lagrange multipliers [Ruszczynski, 2006], \( \lambda_1, \ldots, \lambda_n \) to express the row-stochasticity constraint, i.e., the constraint ensuring that all transition probabilities from a state sum up to one, yields the objective function

\[
F = F_{\log} - \sum_{i=1}^{n} \lambda_i \left( \sum_{j=1}^{n} p_{ij} - 1 \right).
\]  

(2.31)

Through setting the derivation with respect to \( p_{ij} \) to zero it follows that

\[
0 = \frac{n_{ij}}{p_{ij}} - \lambda_i
\]

(2.32)

and inserting this in the row-stochasticity constraint \( \sum_{j=1}^{n} p_{ij} = 1 \) yields

\[
\sum_{j=1}^{n} n_{ij} \frac{1}{\lambda_i} = 1 \Leftrightarrow \lambda_i = \sum_{j=1}^{n} n_{ij},
\]

(2.33)

which together with Equation (2.32) provides the maximum likelihood estimator

\[
p_{ij} = \frac{n_{ij}}{\sum_{j=1}^{n} n_{ij}}
\]

(2.34)

for the transition probabilities \( p_{ij} \).

In this thesis, an optimization problem was formulated based on several maximum likelihood estimators in order to include also two and three step transitions in the estimation process. This way, better estimates of the transition probabilities are obtained. Details can be found in Chapter 3.

Once the transition matrix \( P \) is estimated it is possible to generate synthetic data following a Monte Carlo approach. First, the cumulative probability transition matrix \( P_{\text{cum}} \) with \( P_{\text{cum}}(i, j) = \sum_{k=1}^{j} p_{ik} \) is computed and an initial state \( s_i \) randomly selected. A random number \( \varepsilon \) between zero and one is then uniformly selected and a new state \( s_l \) is chosen such that \( P_{\text{cum}}(i, l) \geq \varepsilon \). For details see Sahin and Sen [2001].

For the case of a time-inhomogeneous Markov process the generation process is the same, only for each time \( t \) the appropriate transition matrix \( P^{(t)} \) needs to be used.

Discrete, homogeneous Markov chains have widely been used for the generation of synthetic wind data, both wind speed [Shamshad et al., 2005; Sahin and Sen, 2001; Nfaoui et al., 2004], direction [Ettoumi et al., 2003] and power [Papaefthymiou and Klöckl, 2008]. They have also been employed to model turbulent wind speed data [Kantz et al., 2004] and extreme wind speeds [Fawcett and Walshaw, 2006].

Synthetic wind data that includes daily patterns is not as wide-spread and there is no “standard” way to do it. Suomalainen et al. [2013] sampled a probability distribution matrix based on selected daily patterns and the mean wind speed of each day. A different approach was employed by Carapellucci and Giordano [2013] who used a genetic algorithm to estimate the parameters of their model. In this thesis, a new method to generate wind speed, power and direction data, incorporating daily patterns is introduced in the form of a time-inhomogeneous Markov process. The transition probabilities are modeled by Bernstein polynomials to reduce the number of parameters to be estimated from the number of samples per day to the polynomial degree. The details of the model and its implementation are introduced in Chapter 5.

2.8 Empirical data and measurement noise

A problem when dealing with real-world data, i.e., a set of measurements, is that often it is spoiled by measurement noise, which means that an additional noise source, generated by measurement devices for example, is present in the data. This measurement noise is different from the intrinsic dynamical
noise of the stochastic process and does not contain information about the process itself. When analyzing a noisy time-series by the means of stochastic modeling as introduced in Section 2.7 above, instead of the conditional moments only their noisy analogues can be determined and as a result the corresponding drift and diffusion coefficients are distorted.

Several numerical schemes have been proposed to separate measured data into the underlying dynamics and the external measurement noise. A common approach is to optimize a likelihood function that uses Bayesian methods to extract the most probable set of parameters from a given dataset [Meyer and Christensen, 2000, 2001; Fullana and Rossi, 2002; Heald and Stark, 2000]. However, these methods are computationally expensive, since they involve high dimensional integrations over all data points.

In the context of the Langevin analysis Siefert et al. [2003] investigated the case of measurement noise with small amplitudes. They compared the Itô-Taylor expansion with a polynomial that describes the conditional moments for small values of $\tau$ and found that the values of drift and diffusion coefficients are the coefficients of the linear term of the expansion. Therefore, they can be used instead of the $\tau$-limit in Equation (2.27).

For the case of strong measurement noise Böttcher et al. [2006] investigated the behavior of the moments for small values of $\tau$. They modeled the measurement noise as Gaussian white noise, assuming it to be memory-less and uncorrelated with the state of the stochastic process. The resulting method is capable of separating the measurement noise from the stochastic process and with a Bayesian ansatz they show how to extract the parameters of the stochastic process.

An alternative methodology to tackle data spoiled with Gaussian, delta-correlated measurement noise was proposed by Gottschall and Peinke [2008b], which was then extended by Lind et al. [2010]. Using expansions of the noisy moments they derived a cost function whose minimization yields the amplitude of the measurement noise as well as the parameters of the underlying stochastic process. The method works for measurement noise which has the same order of magnitude as the uncontaminated stochastic signal.

Lehle [2011] introduced an approach that is able to deal with strong exponentially correlated Gaussian measurement noise and subsequently extended it to $N$ dimensions [Lehle, 2013]. Different from previous methods, he started from the joint probability densities of the noisy time-series. Using the assumption that the underlying stochastic process and the measurement noise are independent random variables he expressed the joint probability density of the noisy process as a convolution of the joint probability densities of the uncontaminated stochastic process and the measurement noise, which yield the measurement noise parameters. Using the special properties of the Gauss function with regard to convolution operations, an equation system that relates the uncontaminated moments with their noisy counterparts is derived. Finally, using integral transforms, he extracted polynomial approximations of the drift and diffusion functions. Details of the method can be found in [Lehle, 2013] and the appendix of Chapter 7.

For most of the procedures named above, an a priori knowledge of the functional form of the drift and diffusion functions is needed. The method presented in Chapter 7 introduces a parameter-free method that is based on the approach presented by Lehle [2013]. In a more general framework, the algorithm can be considered as a way to separate two stochastic signals.

### 2.9 Wind energy

Wind energy is a broad and interdisciplinary topic and several books cover the engineering issues related to the production of wind energy [Manwell et al., 2009; Gasch and Twele, 2012; Burton et al., 2001], while others deal with more fundamental questions like turbulence [Davidson, 2004; Hölling et al., 2014].

Assuming a wind turbine with its rotor blades perpendicular to the wind flow, the theoretically available power $p$ from wind speed $v$ can be determined as the kinetic energy $E = \frac{1}{2}mv^2$ of the air...
mass $m$ per unit of time $t$. The mass flow is proportional to the air density $\rho$ and the area of the rotor disc $A$ and given by [Manwell et al., 2009]

$$\frac{dm}{dt} = \rho Av. \quad (2.35)$$

Thus, the power of the wind that flows at velocity $v$ through the area $A$ is given by

$$p = \frac{dE}{dt} = \frac{1}{2} \frac{dm}{dt} v^2 = \frac{1}{2} \rho Av^3. \quad (2.36)$$

This however is not the maximal power a wind energy conversion system (WEC) can extract from the air. The power of the wind is converted into mechanical power of the rotor by slowing down the flowing air mass and thus it cannot be converted completely, since this would stop the moved airmass and thus have the impact of a wall [Peinke et al., 2014; Gasch and Twele, 2012]. Therefore, an optimally working WEC must have a certain wind permeability and wind power output is therefore given as

$$p = \frac{1}{2} \rho Av^3 c_p, \quad (2.37)$$

with $0 < c_p < 1$ being the power coefficient. Betz [1926] proved that the maximum power is extracted if the original upstream wind velocity is reduced to a third of its value downstream the rotor. He showed that for this case of an idealized wind turbine extracting the maximum amount of power from the wind the power coefficient is $c_{Betz} = \frac{16}{27} \sim 0.59$, i.e. only around 60% of the winds power can be converted. Modern wind power plants can reach power coefficients up to 0.5 [Peinke et al., 2014].

The power curve or performance curve is a central concept in wind energy. It shows how the power output of a wind turbine varies with wind speed (at hub height). It is characteristic for every turbine and can normally be obtained by the manufacturer.

![Power curve for a wind turbine](image)

Figure 2.1 (left) illustrates the three key points of the power curve on the velocity scale:

- The cut-in wind speed: At this wind speed the turbine begins to rotate and generate power.
- The rated wind speed: At this wind speed the turbine produces the rated power (nameplate power), the maximum level at which it can produce.
- The cut-out wind speed: At this wind speed the turbine stops to deliver power due to safety constraints.
The power curve can only describe the average behavior of the energy conversion process, but not the fluctuations that occur around it, which affect both the power output and the loads on the turbine. On the right-hand side of figure 2.1 an example of a 12-hour trajectory is shown. Even on this 10-minute average data, it can be seen, that the stochastic behavior of the wind source translates to the wind power output. On smaller time-scales, there are stronger fluctuations: Milan et al. [2013] investigated the trajectory of power production on 1 Hz data and observed turbulent fluctuations in both wind speed and power. They argue that this indicates a highly dynamical conversion process and propose to describe it with a dynamical power curve based on the Langevin approach as suggested by Gottschall and Peinke [2008a]. Their proposed method is to compute the power curve as the fixed points of the drift vector field computed by Equation (2.27).

Chapter 4 investigates the application of the Langevin method on data with a sampling rate of 10 minutes and proposes an integration scheme for the determination of the power curve that also takes into account the diffusion coefficients.

2.10 Mean-variance portfolio theory and applications to the energy market

Wind energy is becoming a top contributor due to rather high capacities and generation costs that are becoming competitive with conventional energy sources [Wen et al., 2009]. However, incorporating wind energy into the energy mix poses several challenges, for example concerning the location of the parks, diversification of the energy mix, policy making to encourage investments in wind parks and bidding on the liberalized electricity markets. For all of these topics, the mean-variance portfolio (MVP) or risk-return approach has become a valuable tool to aid decision making. First introduced by Markowitz [1952] in the context of portfolio selection in finance, this approach assesses the ratio between the expected return and the associated risk of return. An investment decision then is a trade-off between risk and expected return, since “the portfolio with maximum expected return is not necessarily the one with minimum variance” [Markowitz, 1952]. This approach is also called mean-variance portfolio since the expected returns can be computed by the expected value or mean and the risk can be expressed by the variance or standard deviation. The higher the variance, the wider the gap between worst and best case scenario of outcome, i.e. the higher the risk of loss.

MVP was first applied to the energy sector by Bar-Lev and Katz [1976] to optimize the fossil fuel mix in the US. Awerbuch et al. [2003] and Awerbuch [2006] were the first to investigate the generation portfolio of the European Union from a risk-return perspective. Similar studies were performed for Switzerland [Madlener and Wenk, 2008; Krey and Zweifel, 2006], the US [Krey and Zweifel, 2006], Italy [Arnesano et al., 2012], Germany [Westner and Madlener, 2011], the Netherlands [Jansen et al., 2006], Portugal [Cunha and Ferreira, 2015], Taiwan [Huang and Wu, 2008], China [Zhu and Fan, 2010] and Brazil [Losekann et al., 2013]. Several of these studies found that the addition of renewable energies [Huang and Wu, 2008; Awerbuch et al., 2003] and specifically wind energy [Awerbuch et al., 2003; Madlener and Wenk, 2008; Doherty et al., 2006] to the existing portfolio can reduce the electricity cost due to fossil fuel price fluctuations.

To reach their targets for electricity production from renewable energy sources, many countries try to increase investment in renewable energy projects [Kitzing, 2014]. To guide investors in the desired direction, it is necessary that appropriate policy schemes are employed that take similar goals into consideration as private investors when preparing investment decisions. Kitzing [2014] analyses two of these support instruments (feed-in tariffs and feed-in premiums) in terms of a mean-variance portfolio analysis.

The major drawback of wind energy systems is the fluctuating nature of their source [Milan et al., 2013]. One way of dealing with this issue is geographic diversification of wind farms to smooth out the fluctuations in wind power generation. Using an MVP approach Roques et al. [2010] analyzed historical wind data from five European countries to define optimal cross-countries wind power
portfolios. First, they optimize the wind power output and, second, maximize the wind power contribution to system reliability. A similar approach was used by Rombauts et al. [2011]. The concept of geographical smoothing of wind power fluctuations is controversial, as there are indications that large power fluctuations can occur on large spatio-temporal scales, on the order of the correlation length of the atmosphere of hundreds of kilometers [Milan et al., 2013]. In any case, the intermittent character of wind energy imposes a challenge to the wind power producer when it comes to reserve commitment and trading on the liberalized electricity market. For that, participants must bid in advance and the uncertainty of wind power production can lead to differences between the committed and actually produced energy [Hosseini-Firouz, 2013]. This imbalance may result in the payment of penalties which decreases the revenue [Pinson et al., 2007]. Therefore, to achieve maximum profit, it is necessary to develop optimal offering strategies. A review on the methods employed for deriving bidding strategies is given by Li et al. [2011].

A MVP-based approach to assess the return of a wind farm in terms of risk that can be used to develop bidding strategies for market participation is introduced in this thesis. Chapter 8 introduces a measure for estimating the best risk-return relation of power production in wind farms within a given time lag conditioned to the velocity field.
Part II
Contributions
Chapter 3

On the use of Markov chain models for the analysis of wind power time-series

The main topic of this thesis is the development of stochastic methods for the analysis and simulation of wind energy production, with a special focus on the application of the Langevin method. This paper presents a Markov Chain model that, on its own, serves to characterize the production behavior of a turbine based on the measurements of wind power, speed and direction. Moreover, a specific application, namely the persistence analysis of power production is suggested and described. In the context of the Langevin analysis, the here presented model serves as some sort of a filter for difficulties arising from measured data, such as missing data points or non-stationarity, which would hinder an analysis in the Langevin framework. In contrast to state-of-the-art Markov chain models for the synthesis of wind data, the parameter estimation procedure takes multi-step transitions into account which allows a more efficient use of the usually limited available data, another frequent challenge when dealing with real-world time-series. Moreover, it is based on a joint discretization of wind power, speed and direction data collected from the same turbine and thus it can capture the interdependencies of these variables as well as the dynamic behavior of the conversion process and reproduce them in synthesized data. Moreover, the novel estimation procedure via a nonlinear optimization problem is described in detail and it is shown that the model serves to represent the original data, since all theoretically derived properties are in close agreement with their empirical analogues.
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Abstract—Wind energy is becoming a top contributor to the renewable energy mix, which raises potential reliability issues for the grid due to the fluctuating and intermittent nature of its source. This paper explores the use of Markov chain models for the analysis of wind power time-series. The proposed Markov chain model is based on a 2yr dataset collected from a wind turbine located in Portugal. The wind speed, direction and power variables are used to define the states and the transition matrix is determined using a maximum likelihood estimator based on multi-step transition data. The Markov chain model is analyzed by comparing the theoretically derived properties with their empirically determined analogues. Results show that the proposed model is capable of describing the observed statistics, such as wind speed and power probability density as well as the persistence statistics. It is demonstrated how the application of the Markov chain model can be used for the short-term prediction of wind power.
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I. INTRODUCTION

The EC European Parliament objective to achieve 20% of the consumed energy from the renewable energy sector by 2020, introduced a major challenge to the planning and operation of power systems. Wind energy is becoming a top contributor to the renewable energy mix, which raises potential reliability issues for the grid due to the fluctuating and intermittent nature of its sources. Thus, the understanding of wind speed characteristics and its impact upon the power production is an important task, as shown by the extensive literature addressing wind speed forecast [1] and wind power prediction [2]. Generally speaking, the existent modeling approaches can be classified into: physical, statistical, or a combination of both.

Among the different statistical approaches, Markov chain models are a frequent choice in the published literature and the dominant trend over the years has been the increase on the number of states to improve their performance [3]. The main applications for the Markov models are: a) the short term wind power prediction; and, b) the simulation of wind speed data, however with some limitations in capturing the long term characteristics of the autocorrelation function [4].

This paper addresses the development of a Markov chain model for a wind power turbine using a 2-year historical dataset collected by the device data logger. The main goal is to assess whether Markov chain models can be used to capture statistics commonly used for wind power characterization, such as production level persistence, by comparing the statistics computed from the transition matrix with the ones obtained directly from the data. Moreover, the power prediction capabilities of the model are discussed along with the analysis of the impact of different wind speed uncertainty levels.

The paper first proposes a joint discretization of the wind speed, direction and power variables for the state definition. Then, it presents a multi-step maximum likelihood estimator for the determination of the Markov chain transition matrix. Finally, the results are shown and discussed.

II. MODELING THE WIND POWER TIME-SERIES

A. Wind power data

In this study, the data was obtained from a wind power turbine from a wind park located at the Pinhal Interior region in Portugal. The time-series comprises a two year period (2009/10) of historical data obtained from the turbine data logger, with a 10 minute sampling rate. The wind speed and direction information is collected from the anemometer placed in the wind turbine hub. Due to confidentiality, wind power and speed data values are reported as a fraction of their corresponding maxima.

B. Discrete Markov chain model

A discrete finite Markov process \( \{ X_k \in S, k \geq 0 \} \) is a stochastic process on a discrete finite state space \( S = \{ s_1, ..., s_n \} \), \( n \in \mathbb{N} \) that is characterized by the following property: the probability of a state at any step of the process only depends on the previous state [5]. The Markov property is expressed mathematically by

\[
\Pr(X_{k+1} = s_j \mid X_k = s_i, X_l \in S \ \forall l = 0, ..., k - 1) = \\
\Pr(X_{k+1} = s_j \mid X_k = s_i) = p_{lj}(k). \tag{1}
\]
C. Markov chain state definition

Discrete Markov chain models applied to describe continuous variables require the definition of the states. This work proposes to characterize the wind turbine states using three different variables: wind power, speed and direction. As such, each state will be defined by all the points inside a polyhedron in a three dimensional space.

Fig. 1. Representation of all data points projected into the: a) wind power and speed plane (left); and, b) wind direction and speed plane (right).

The data space is discretized unevenly. The wind direction and power are divided by an equally spaced grid leading to 12 and 20 classes, respectively. Due to the different slope characteristics in the power curve, the wind speed is divided as follows. One class for all the values below the cut-in speed and another for all the values above the cut-out speed. In the high slope power curve region (between the cut-in and rated wind speeds), the discretization is narrowed with the selection of 10 classes, whereas for the high power plateau (between the rated and cut-out wind speeds) discretization is widened and 4 classes are defined. The complete state set is constructed through the enumeration of all the possible combinations between the classes of each variable. Due to the relation between the three variables, most of these states are empty. Thus, an initial pruning step is performed to discard those that contain less than 5 observations, which reduces the number of states from 3840 to 573.

Section III.C. describes a preprocessing step required to remove a specific type of state transition, which leads to a further reduction of the number of states. Fig. 1 presents the final result. All the states defined are used in the Markov chain model and analyzed and discussed in section V.

III. Markov chain parameter identification

A. Maximum likelihood estimator based on multi-step transition data

A Markov chain process is characterized by its transition matrix \( P \), estimated through the optimization of a constrained maximum likelihood function that describes the probability of the realization present in the dataset [6]. For a sequence of \( M \) states \( \{X_0 = s_0, \ldots, X_M = s_M\} \) the probability associated with this path can be computed from equation 2 and is given by \( P_{01}P_{12} \cdot \cdots \cdot P_{M-1M} \). Thus, given a set of observed state transitions, it is possible to estimate \( P \) by maximizing:

\[
FO = \prod_{(i,j) \in S_1} p_{ij}
\]

where \( S_1 \) is the set of all the valid 1-step transitions observed in the time-series and a transition is described by an ordered pair \((i, j)\) indicating the origin and the destination of the transition. The maximization is performed with respect to the \( p_{ij} \) variables and subject to the following constraints:

\[
\sum_j p_{ij} = 1, \quad p_{ij} \geq 0
\]
where \( S_2 \) and \( S_3 \) are the sets containing all valid 2-step and 3-step transitions, respectively. The 2-step and 3-step transition probabilities are given by \( p'_{ij} = \Pr\{X_{k+2} = s_j \mid X_k = s_i\} \) and \( p''_{ij} = \Pr\{X_{k+3} = s_j \mid X_k = s_i\} \), respectively. The matrix defined by \( p'_{ij} \) is the transition matrix for the same Markov chain with a doubled sampling period.

With the Chapman-Kolmogorov equations it is possible to express the 2-step and 3-step transition probabilities in terms of the 1-step probability \( p_{ij} \):

\[
p'_{ij} = \sum_k p_{ik} p_{kj}, \quad p''_{ij} = \sum_k \sum_l p_{il} p_{lk} p_{kj}
\]  

(6)

Note that the final objective function is no longer a convex function with respect to \( p_{ij} \) and, thus, the determination of the global optimum can not be guaranteed.

B. Rigorous optimization: solving the nonconvex optimization problem

The parameters of the Markov chain model are determined by solving the optimization problem using a rigorous numerical solver. The model was formulated making use of the CASADI computation framework [8] and the optimization was performed by Ipopt, a nonlinear interior-point solver [9], which ensures convergence to the global optimum in the case of convex optimization problems.

The initialization of non-convex optimization problems is crucial for the solver to converge to a high quality optimum (possibly global). Thus, special care was devoted to provide the solver with a good initial guess, which is found by solving the convex optimization problem associated with the 1-step objective function. Due to its convexity, the optimum solution always corresponds to the global optimum. With this initialization, the optimization of the non-convex multi-step objective function was achieved in just 12 iterations.

C. Transition data preprocessing and validation

To obtain a Markov chain model, the data samples are converted into states following the state classification guidelines provided earlier. Prior to that, the dataset collected from the wind power data logger must be cleaned to remove any record errors and abnormalities. A state transition is valid and placed in the \( S_1 \), \( S_2 \) and \( S_3 \) sets if and only if the elapsed time between the realization of the two states is correct.

To highlight how the state transition sets \( S_1 \), \( S_2 \) and \( S_3 \) are composed from state data, an example is provided. Consider a state sequence with a missing entry: \( \{a, c, b, \ldots, b, a, c\} \). Then, the state transition sets are: \( S_1 = \{(a, c), (c, b), (b, a), (a, c)\} \) and \( S_2 = \{(a, b), (b, b), (b, c)\} \) and \( S_3 = \{(c, b), (b, a)\} \). This allows to extract the maximum amount of transition information from the collected data and thus generate better transition matrix estimates.

The collected data is a non-contiguous set in time, so it is necessary to filter the \( S_1 \), \( S_2 \) and \( S_3 \) sets to remove inconsistencies that are not expected to occur. For instance, under normal operating conditions, a wind turbine cannot be expected to be producing power permanently, hence there can not be absorbent states in the Markov chain, i.e. states that once reached are impossible to exit. Thus, \( S_1 \), \( S_2 \) and \( S_3 \) are analyzed to identify all the transitions that correspond to one of the following conditions: a) there are no transitions from the destination state; b) there are no transitions to the source state; and, c) the source and destination state are the same and conditions a) and b) are both satisfied. The identified transitions are therefore removed from the sets and the state list simplified by removing empty states.

IV. Markov chain analysis

This section highlights how to extract information from the Markov chain transition matrix for the characterization of wind power variability and persistence.

A. Stationary probability distribution

A Markov chain can be classified as irreducible if it is possible to visit any state from any other state and periodic if a given state is returned at regular times. A Markov chain that is both irreducible and aperiodic has a single stationary discrete probability distribution \( \pi \) that satisfies

\[
\pi = \pi P.
\]

(7)

This distribution is independent of the initial state probability distribution \( \mathbf{p}_0 \) and provides an indication about the long term behavior of the Markov chain, i.e. it is the limiting distribution \( \mathbf{p}_k \) when \( k \to \infty \). The stationary distribution is determined by performing an eigenvalue decomposition of the transition matrix. The stationary distribution is the normalized eigenvector that corresponds to the eigenvalue equal to 1. According to the Frobenius-Perron theorem, there is only one single eigenvalue with the largest real value (unity) and its associated eigenvector has only positive entries.

The stationary distribution provides the information \( \pi \) compute the expected value for the first return time \( T_{i \rightarrow i} \) which corresponds to the expected number of steps required to return to a state \( s_i \) after it is left. Its value is given by \( 1/\pi_i \).

B. Persistence statistics

The persistence of a given state \( s_i \) is related with the number of steps the system consecutively remains at this state. It follows a geometric distribution with expected value \( (1 - p_{ii})^{-1} \). The interpretation of the persistence times provides a useful insight on the behavior of the wind power turbine. For instance, in order to identify which states on average provide a more consistent power production.
V. RESULTS AND DISCUSSION

This section analyzes the main statistical properties derived from the transition matrix of the Markov chain by comparing them with the empirical distributions extracted directly from the data.

A. Characterization of the wind power based on the stationary probability distribution

The stationary probability distribution of a regular Markov chain describes the long term properties of the states probability distribution $p_k$ for $k \to \infty$ and can be directly compared with the empirical data distributions provided that the dataset is sufficiently long.

\[
\text{Figure 2. Comparison of the marginal distributions computed from the stationary probability distribution of wind power (left) and wind speed (right) with the respective data histograms.}
\]

Figure 2 compares: on the left, the marginal stationary distribution of the power production computed from the Markov chain (dark) with the empirical power distribution obtained from the data (light); and, on the right, the marginal stationary distribution of the wind speed computed from the Markov chain (dark) with the empirical wind speed distribution (light). The respective power and speed states limits are indicated with dotted lines in the background. In general, the two theoretical distributions are in close agreement with the data. The wind power distribution is bimodal, with the two modes located at the minimum and maximum power. The intermediary power levels are relatively rare, for instance, the states corresponding to a power production between 0.4 and 0.9 have a very low probability. The power production distribution is closely linked with the active control strategy defined for the wind turbine and the wind site characteristics. The wind speed distribution follows the expected behavior, a single modal distribution with a long tail for the high wind speeds.

From the stationary distribution of the proposed Markov chain model it is also possible to compute the 2-dimensional marginal probability distribution for the wind power and direction. This provides useful information regarding the dominant wind directions for wind production in this site.

\[
\text{Figure 3. Contour plots: (left) 2D histogram of the wind power and direction data; (right) 2D marginal probability distribution of the wind power and direction computed from the stationary probability distribution.}
\]

Figure 3 shows two contour plots: on the left, the empirical 2D distribution of the wind power and direction computed from the data and, on the right, the 2D marginal theoretical distribution computed from the Markov chain's stationary distribution of the states. The comparison of these two distributions shows that the model is capable of capturing the wind power and directions existent in the data. It is possible to see the two dominant directions associated with high wind power production already mentioned in section II.C. Fig. 3 also provides useful information regarding the direction spread for the high production states, the spread being greater for the 230-330º directions and less for 50-100º. There a clear change from high production states to no production when the wind direction changes from this sector to the 100º-150º sector. The probability for wind production when the wind direction is significantly lower inside the 100º-230º sector.

Figures 2 and 3 clearly demonstrate the capability of this Markov model to capture the combined characteristics of the wind power, speed and direction. The long term behavior of the model is close to what is observed in the dataset.
B. Characterization of the wind power production persistence

Persistence statistics allow to characterize the duration distribution of a given state or set of states. In the context of wind power production, persistence allows to characterize the duration of the power production at a certain level. It is used for the analysis of the dynamic characteristics of the Markov chain by comparing the theoretical expected values with the ones computed directly from the data.

Figure 4a, compares the expected values of the persistence for each power state computed from the Markov chain transition matrix (dark) using equation (10) with the values computed directly from the data (light). A close agreement is obtained, indicating that the Markov chain also is capable to capture the information about the dominant system dynamics. The two most persistent states are the no production state and the high power production state, with an expected value of 120 minutes and 90 minutes respectively. This means that, for instance, when the wind turbine enters the high production state it is expected to remain in that state for 90 minutes. Another feature of this wind turbine, is the low persistence observed in the intermediate power states, revealing the action of the wind turbine power controller.

Figure 4. Expected value of the persistence of: a) each power class computed from the data and from the Markov chain transition matrix (left); and b) of the power production to be above a defined threshold (right).

The right side of Fig. 4 shows the expected value of the persistence of the power production to be above a certain power level. This value is computed using equation 10 and defining the set A as all the states corresponding to a power production not less than a predefined level, i.e. the lower limit of a given power class. The procedure is repeated and the computed values plotted. The upper part of curve (power production greater than 0.3) can be divided into two different sections, with a clear breakpoint at around 80% of the maximum power production. The average slopes in these two regions are quite different and are attributed to the action of the wind power controller. In the first region (down to 80%) the expected persistence changes from around 1.5 hr to 2 hr, whereas for the next region there is an abrupt change in the minimum power production level for the same increase in persistence (0.5 hr). The analysis allows to characterize the capability of the wind turbine to provide a sustainable minimum power level during a given amount of time.

C. Wind power short-term prediction: value of information

The Markov chain model is of stochastic nature, meaning that its short-term prediction is expressed in terms of the temporal evolution of the states probability distribution.

The upper row of Fig. 5 shows the temporal evolution of the wind speed, direction and power probability distribution propagated 72 time steps ahead (12 hrs) from a given initial known state. The lower row presents all the 12 hrs sequences present in the dataset that start at the same state. In both row sequences, the intensity level is associated to the probability value, with darker areas reflecting higher probability. The analysis of the two rows shows a good pattern agreement, thus providing additional confirmation that the proposed Markov chain is capable of describing the observed future probability distributions. However, it also highlights the inherent difficulty in providing more informative probability distributions for the future wind power state, since the probability distribution is not confined to a small number of possible states. Note the very different nature of the three variables, with wind speed and direction providing more information regarding its location in the respective state space.

The lower row of Fig. 5 shows the comparison of the temporal evolution of wind speed (left), direction (middle) and power (right) probability distribution; (bottom) the wind speed (left), direction (middle) and power (right) for all time-series data segments with the same initial state.
The use of this Markov chain model for short-term wind power prediction has a performance similar to the standard persistence model, when used in isolation. Markov chain models can be used as a framework to combine information from additional sources. Using Bayes's theorem, it was demonstrated how the wind power probability prediction can be improved by incorporating information about the wind speed distribution. Results show that for an informative prediction of the probability distribution for future states a good prediction for the wind speed is required, in particular if its value is in the high slope area of the wind power curve.
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3. On the use of Markov chain models for the analysis of wind power time-series
Chapter 4

Uncovering wind turbine properties through two dimensional stochastic modeling of wind dynamics

The previous chapter introduced a Markov Chain model to generate wind power, speed and direction data. Analyzing these synthetic time-series in the Langevin framework instead of the original measurements overcomes some of the well-known challenges imposed by real-world data, as they are by construction Markovian, stationary, complete and of arbitrary length. However, an issue that remains is the computation of the $\tau$-limit in the estimation procedure of the drift and diffusion coefficients (see Chapter 2). Often it is argued, that the limit of $\tau$ tending to zero in Equation 2.27 can only be estimated when the underlying stochastic process is sampled with a very high frequency. This paper demonstrates, that even if 10-minute average data is used, a common sample frequency available in wind datasets, it is possible to analyze the turbines dynamic behavior in terms of the Langevin approach.

After describing the estimation procedure for the drift and diffusion coefficients, separating the turbines behavior into a deterministic and a stochastic part, the resulting data is analyzed in the wind-speed plane. This allows to uncover specific features of the wind turbine and to characterize its different working regions. Taking into account both drift and diffusion coefficients it is also shown how the characteristic power curve of the wind turbine can be derived.
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Using a method for stochastic data analysis borrowed from statistical physics, we analyze synthetic data from a Markov chain model that reproduces measurements of wind speed and power production in a wind park in Portugal. We show that our analysis retrieves indeed the power performance curve, which yields the relationship between wind speed and power production, and we discuss how this procedure can be extended for extracting unknown functional relationships between pairs of physical variables in general. We also show how specific features, such as the rated speed of the wind turbine or the descriptive wind speed statistics, can be related to the equations describing the evolution of power production and wind speed at single wind turbines.
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I. INTRODUCTION

The use of efficient and clean renewable energy sources is one of the major conditions required to achieve the important aim of sustainable development in modern societies [1]. Wind energy is one such source and wind turbines are being subject to intensive studies for improving their efficiency [2,3]. Although the basic laws of atmospheric wind motion have been known for a long time, important problems such as turbulence, layering, and the statistics of extreme events remain poorly understood. A better understanding of these phenomena can help in the construction of energy conversion schemes that are both more efficient and robust. Here two aspects of robustness must be considered. First, the occurrence of sudden changes in wind speed and direction can interrupt the process of energy conversion, meaning unreliability and a sudden slump in the electrical energy generated, which is seen as one of the major obstacles for the replacement of fossil and nuclear plants by wind energy sources. Second, these sudden changes introduce massive mechanical stresses that can lead to excessive wear or, ultimately, to the destruction of wind generators.

Wind flow is in general turbulent [4] and nonhomogeneous [5] with a non-negligible stochastic contribution. Therefore, in order to be able to construct more accurate models for its physical properties, one needs either accurate measurements of the wind speed on the length scales of wind turbines or suitable models that can statistically reproduce these measured data. Since the wind turbines are driven by turbulent wind fields, the stochasticity of the wind fields transfers to the stochastic dynamics of the wind turbine as a whole, of the loads on its structures, and of the power output. Recently, a Markov chain model was used to reproduce wind measured data [6], based on the transition matrix and time propagators for the wind speed and direction together with the power production. Differently from previous first-order approaches [7], information from two- and three-step transition probabilities are considered.

In this paper we aim at understanding the stochastic aspects of power production coupled to the wind velocity field. To that end, we use a methodology introduced in Ref. [8], for uncovering optimal stochastic variables weakly [9] and strongly coupled [8], and adapt it with two purposes: first, to properly derive the functional relation of pairs of variables whose values are extracted from the Markov chain model for wind turbines and second, to uncover specific features of the wind turbine and characterize the different working regions observed in the power-speed plane. After this, we test our approach to uncover the functional dependence of the well-known performance curve, which describes the functional dependence of the power production and the wind speed. Whereas previous reports have pointed out the benefits of deriving the power curve from the drift field [10], we additionally take the diffusion field into account and find that this procedure creates additional insight.

We use the data sets generated by the Markov chain model described by Lopes et al. [6]. Using such synthetic data sets that properly reproduce the statistical features of empirical data sets allows us to use data sets as large as needed for our analysis. Moreover, the Markov chain model serves as a filter to remove periodicities present in the data. This is an essential step for our modeling, as it would not be possible to correctly estimate the Kramers-Moyal coefficients from the raw data.

We start in Sec. II by describing the empirical data used to define the Markov chain model as well as the data generated with it. In Sec. III we describe our stochastic method for analyzing the data and in Sec. IV we apply it to analyze the performance curve of a wind turbine. In Sec. V we show that the same method, when applied separately to both wind speed and power production, allows us to derive the performance curve. Further, the same analysis also provides insight concerning specific features of the turbine system studied. Section VI presents a discussion and conclusions.

II. PROPERTIES AND GENERATION OF THE DATA SETS

The data analyzed in this paper were simulated from a set of measurements from a wind turbine in the region of
Pinhal Interior, Portugal. The measured properties are the power production $P$ of the wind turbine, the wind speed $v$, and the wind direction $\theta$ ($\theta = 0$ corresponds to north). The wind turbine was selected out of a total of 57 wind turbines in an eolic park. Figure 1 shows an overview of the eolic park. The time increment between two successive measures is $\Delta t = 10$ minutes and the time period covered starts 1 January 2009 and ends 31 December 2010, yielding approximately $10^5$ data points. It has to be remarked that these measurements are acquired directly from the top of the wind turbine (nacelle) and might not be optimal for the reconstruction of the underlying physical processes for two reasons. First, the wind speed measurement is acquired at a point located downstream of the turbine blades and cannot account for either the spatial extension and inhomogeneity of the wind field or its complex aerodynamical interaction with the turbine blades [11]. Second, the 10-min sampling period of the historical data set does not allow us to resolve the time scales of either the turbulent interaction between wind and turbine or the quick action of the controller system response. Finally, missing data records, a low number of data points [12] or large sampling intervals [13], and periodicities due to the daily and seasonal variations in wind flow often hinder a direct stochastic analysis of these data sets. Specifically, it is well known that the estimation of the drift and diffusion coefficients that we use cannot be applied to periodic time series. If applicable, a filtering or detrending procedure has to be applied to the data set [9,14,15]. However, as the quasidaily variations in the wind speed do not occur every day, the usefulness of a filtering or detrending procedure has to be doubted. Thus the challenge is to devise alternative methods that can make the most use of the information present in these data sets—given that most of the data acquisition systems on existent wind farms are limited—with the aim of understanding the dynamic processes of the wind power generation, which hopefully can lead to economic benefits from scheduling and maintaining a level of constant production.

To overcome some of these problems, we employ a reconstruction of the original wind data set through a Markov Chain Model (MCM), which has recently been established [6] using a joint discretization of the wind speed, power, and direction variables for the state definition. In our specific case within the range of each variable $P$, $v$, and $\theta$ we select 80, 60, and 12 states. States without a realization in the time series are deleted and all states that contain at least one observation are kept. Details about the estimation of the transition probabilities can be found in Refs. [6,16] and Appendix A. The use of the MCM has the additional benefit of removing periodicities from the data.

Based on the Markov chain transition matrix $P$ with $P(i,j) = p_{i,j}$ being the probability of transition from state $s_i$ to state $s_j$, the synthetic data sets were generated using the following Monte Carlo approach. We find the cumulative probability transition matrix $P_{\text{cum}}$ with $P_{\text{cum}}(i,j) = \sum_{k=1}^{j} p_{i,k}$ and select randomly an initial state $s_i$. A random number $\epsilon$ between zero and one is then uniformly selected and a new state $s_N$ is chosen such that $P_{\text{cum}}(i,N) \geq \epsilon$. (For details see Ref. [7].) Figure 2 shows the generated time series. As shown in Ref. [6], the proposed Markov chain model reproduces the dominant statistical features of all three properties, namely, power production, wind speed, and wind direction, although no periodicities are present in the reproduced time series.

The resulting synthetic data series for power production and wind speed also retain the persistence statistics, namely, the average duration of power production and wind speed on a certain level, respectively. Power production and wind speed are presented as fractions of the maximum observed power $P_{\text{max}}$ and wind speed $v_{\text{max}}$, respectively, assuming, therefore, values between zero and one.

The wind direction in the original time series follows a bimodal pattern, which is, to some extent, also periodic: During the day there are weaker breezes in a particular direction than during the night when wind streams in a different direction; therefore, the prevailing wind speed values occurring during the “day” (2 p.m. to 2 a.m.) have approximately $\theta_1 \sim 80^\circ$, a value different from the one found for wind speeds measured during the “night” (2 a.m. to 2 p.m.), $\theta_2 \sim 320^\circ$. The Markov chain model is capable of preserving this bimodality. Although we will not consider the wind direction in our study, one should notice that the wind direction bimodality is reflected in the distribution of the wind speed (see the inset of Fig. 5). Another bimodality preserved from the original data set is the one in the joint probability density function (PDF) of velocity and power, which is visible in Fig. 4(f).

Figure 3 shows the discretization of the data set where the combined states for power and speed are indicated with boxes and circles represent the historical data set points projected into the speed-power plane. The synthetic data sets were generated with $2 \times 10^6$ data points and show stationary behavior, i.e., constant moving averages (not shown).

This approach has several advantages over the direct analysis of historical data sets. First, high-quality data series of arbitrary length can be generated, which increases the accuracy of the Markov analysis. Second, the generated data are by construction Markovian, with the reconstruction through the
FIG. 2. (Color online) Time series for (a) the magnitude of the wind speed \( v \). The inset shows the time series for a shorter time period. The PDF of the wind speed is shown in the inset of Fig. 5. (b) Power production \( P \) of the wind turbine. The inset shows the PDF of the time series. (c) Corresponding wind direction \( \theta \). The inset shows the PDF of the time series. All data series were generated with the Markov chain model [6] described in Sec. II. All properties are normalized to the observed intervals \([0, v_{\text{max}}], \[0, P_{\text{max}}], \) and \([0, \theta_{\text{max}}] \), respectively. In this and all following figures, multiples of 10 min, whereas velocity \( v \), power \( P \), and direction \( \theta \) are normalized to unity.

Markov chain acting as a filter that removes both noise correlations and periodicities. Finally, non-Gaussian transition probabilities between the states are preserved, which enables us to study them through higher Kramers-Moyal coefficients. Error analysis for the derivation of the transition matrix is described in Appendix B.

III. STOCHASTIC ANALYSIS OF WIND TURBINES

The coevolution of two or more stochastic variables, such as wind speed and power production, can be described through a system of coupled stochastic equations, each one defined by a deterministic contribution (drift) and stochastic fluctuations from possible stochastic sources. In this section we present the general framework to analyze our data and in the next section we apply it to the power production and wind speed variables.

For the general case of \( K \) stochastic variables \( X_1, \ldots, X_K \), the vector \( X(t) = [X_1(t), \ldots, X_K(t)] \) defines the state of the system under study at each time instant \( t \). The evolution of the state vector yields a stochastic trajectory in phase space and is given by the so-called Itô-Langevin equation [8,14,17]

\[
\frac{dX}{dt} = h(X) + g(X)\Gamma(t),
\]

where \( \Gamma(t) = [\Gamma_1(t), \ldots, \Gamma_K(t)] \) is a set of \( K \) independent stochastic forces with Gaussian distribution fulfilling the following conditions: \( \langle \Gamma_i(t) \rangle = 0 \) and \( \langle \Gamma_i(t) \Gamma_j(t') \rangle = 2\delta_{ij} \delta(t - t') \). The function \( h = \{h_i\} \) in Eq. (1) is the deterministic contribution, describing the physical forces that drive the system, while \( g = \{g_{ij}\} \) describes the amplitude of the stochastic sources of fluctuations \( \Gamma \) [18].

The evolution of the stochastic variables in time yields a joint PDF \( f(X) \) that evolves according to the so-called Fokker-Planck equation

\[
\frac{\partial f(X,t)}{\partial t} = -\sum_{i=1}^{N} \frac{\partial}{\partial X_i} [D^{(1)}(X)f(X,t)] + \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\partial^2}{\partial X_i \partial X_j} [D^{(2)}_{ij}(X)f(X,t)], \tag{2}
\]
where the functions $D^{(1)}_{ij}$ and $D^{(2)}_{ij}$ are related to the functions $h_i$ and $g_{ij}$ above, namely,

$$
D^{(1)}_{ij}(X) = h_i(X), \tag{3a}
$$

and

$$
D^{(2)}_{ij}(X) = \sum_{k=1}^{N} r_{ik}(X) g_{jk}(X), \tag{3b}
$$

and are usually called drift and diffusion functions, respectively. Drift and diffusion functions can be directly derived from observed or generated data [18,19] and this fact is the basis of our framework. Indeed, the drift and diffusion functions of the underlying process are defined through conditional moments, namely [14],

$$
D^{(k)}(X) = \lim_{\Delta t \to 0} \frac{1}{k!} M^{(k)}(X, \Delta t), \tag{4}
$$

where $M^{(k)}$ are the first and second conditional moments ($k = 1, 2$). These conditional moments can be directly derived from the measured data as [18,19]

$$
M^{(1)}(X, \Delta t) = \langle Y_i(t + \Delta t) - Y_i(t) | Y(t) = X \rangle
$$

and

$$
M^{(2)}_{ij}(X, \Delta t) = \langle [(Y_i(t + \Delta t) - Y_i(t))] Y_j(t + \Delta t) - Y_j(t) | Y(t) = X \rangle,
$$

where $Y(t) = \{Y_1(t), \ldots, Y_N(t)\}$ is the $N$-dimensional vector of measured variables and $\langle \cdot | Y(t) = X \rangle$ symbolizes a conditional average over the entire measurement period, where only measurements with $Y(t) = X$ are taken into account. Important conditions to hold are that (i) the underlying process is stationary and (ii) the Markovian property is fulfilled.

Numerically, $h$ and $g$ are determined on an $n_1 \times \cdots \times n_N$ mesh of points in phase space, as a function of the variables $X_i$, using the drift and diffusion functions. Locally, at each mesh point, one can always diagonalize the matrix $g(X)$ and compute their $K$ eigenvalues and $K$ eigenvectors. As shown previously [8,15,20], this analysis provides information about the stochastic forces acting on the system. Namely, the eigenvalues indicate the amplitude of the stochastic force and the corresponding eigenvector indicates the direction toward which such force acts. In a previous work [8] we argued that to each eigenvector of the diffusion matrix one can associate one independent source of stochastic forcing $\Gamma_i$ and thus the eigenvectors can be regarded as defining principal axes for stochastic dynamics. In particular, if one eigenvalue is very small compared to all the others, the corresponding stochastic force can be neglected. In the following sections we present a different implication of this principal stochastic component analysis, which emphasizes that the vanishing of one stochastic direction is in fact an indication of a strong functional dependence between the pair of variables being analyzed.

IV. WIND TURBINE DRIFT AND DIFFUSION MAP ANALYSIS

In this section we focus solely on two variables: power production $P$ and wind speed $v$. Since both series are stationary and Markovian, we assume them to evolve according to the following equations:

$$
dv \over dt = h_v(v, P) + g_{vp}(v, P) \Gamma_1 + g_{pp}(v, P) \Gamma_2, \tag{5a}
$$

and

$$
dP \over dt = h_p(p, v) + g_{vp}(v, P) \Gamma_1 + g_{pp}(v, P) \Gamma_2. \tag{5b}
$$

In general, the six functions defining the vector $h$ and matrix $g$ depend on both variables and describe the coupling between each other. Based on Eqs. (3), we can derive both $h$ and $g$ from the functions $D^{(1)}$ and $D^{(2)}$, which in turn are extracted directly from the synthetic data set by computing the corresponding conditional moments using Eq. (4). Note that solving Eq. (3b) for computing the matrix $g$ yields multiple solutions. If $g$ is a solution then all matrices of the form $g = gO$, where $O$ is an orthogonal matrix ($OO^T = I$), are also admissible solutions. The matrix $g$ can therefore be computed as the square root of matrix $D^{(2)}$, i.e., by, diagonalizing $D^{(2)}$ through a proper permutation matrix and, since all eigenvalues are positive ($D^{(2)}$ is positive definite), taking the square root of each eigenvalue and transforming the matrix back.

Figures 4(a)–4(e) show the five components of $D^{(1)}$ and $D^{(2)}$, i.e., the numeric results for both the drift and the diffusion coefficients computed directly from the generated $P$ and $v$ time series. The large fluctuations in the region near maximum power production and wind speed state space, restricted to the sampled region defined by the power production curve in Fig. 3. The solid black line is the performance curve computed from the $(P, v)$ joint probability density function, shown in Fig. 4(f), and defines the most likely power production for a given wind speed. Three different regions can be identified.

Region I in Fig. 5 is characterized by a high wind speed, i.e., above a threshold velocity $v_{th}$, which exceeds the rated wind speed of the turbine. Postponing a more detailed description to Sec. V and Fig. 6, we define $v_{th} = 0.55 v_{\text{max}}$, which corresponds to the 97th percentile of the wind speed distribution. For these rare events of high wind speeds, the expected behavior of the wind turbine is to maintain the power production since there is a surplus of energy in the airflow. In this region, the performance curve is roughly constant at $\sim 0.95 P_{\text{max}}$. Still, positive power drifts are observed whenever the power production is below the performance curve. The wind speed drift is large in magnitude and always positive, i.e., the drift points towards lower wind velocities.

Region II is characterized by production levels above a transition region of $0.6 P_{\text{max}} \lesssim P \lesssim 0.8 P_{\text{max}}$, indicated by gray shading in Figs. 5 and 6, which is defined in more detail in Sec. V and Fig. 6. A closer look at region II enables one to identify a fixed point region ($D^{(1)} \sim 0$) at high power production levels and wind speed $v \sim 0.5 v_{\text{max}}$, shown as an encircled area in Fig. 5 near the $v_{th}$. This speed value coincides approximately with the rated wind speed, i.e., the speed for
which the turbine was designed and at which it operates at an optimal regime. It can therefore be concluded from our analysis that the turbine has been well selected and it remains to be seen if similar conclusions can be drawn when applying our method to arrays of turbines.

Finally, region III is characterized by frequent low-speed events with a power production below $P \approx 0.6P_{\text{max}}$, containing another attraction point at $v_{\text{mode}} \approx 0.14v_{\text{max}}$.

In previous works [5] the drift vector field around the performance curve was parallel to the power production axis. In Fig. 5 the vector field tends to be tilted towards the performance curve, because the data analyzed was sampled with a much smaller frequency, and therefore the time between successive measures is sufficiently large to observe the convergence to the stable fixed points.

Such observations can be more clearly understood by considering Fig. 5 together with the marginal PDF of the wind speed shown in its inset. The distribution of observed values for the wind speed follows approximately a Weibull distribution, as is known from the literature [21]. In our case we observe significant deviations at the tail, which shows a bump. This deviation can be explained with the help of Fig. 2(c) and by recalling that there are correlations between the wind speed with each one of the main wind directions (as highlighted in Sec. II), resulting in the bimodality of the wind speed. The bump in the distribution for the wind
FIG. 5. (Color online) Drift vector \( \mathbf{D}^{(1)}(P,v) = [h_P(P,v),h_v(P,v)] \) [see Eq. (5)] in each \((P,v)\) box used to generate the data (see Fig. 3). Three regions can be identified: region I having slow dynamics and regions II and III with fast dynamics. Interestingly, the fixed point spot in region II coincides with the rated speed of the wind turbine. The black curve indicates the performance curve and crosses the bins for which \( \mathbf{D}^{(1)}(v,P) \) vanishes. In the inset, the marginal probability density function of the wind speed \( v \) is well fitted by a Weibull distribution with scale parameter \( \lambda \approx 0.25 \) and shape parameter \( k \approx 1.66 \) and a mode \( v_{\text{mode}} \approx 0.14v_{\text{max}} \) \([21]\). Velocities above \( v_{\text{th}} \approx 0.55v_{\text{max}} \) are rarely observed, which explain the observed drifts in region I. The gray shading indicates the gradual transition from region II to region III. Dotted vertical lines mark the positions of \( v_{\text{mode}} \), \( \langle v \rangle \), and \( v_{\text{th}} \), respectively.

Speed indicates one of the two modes, namely, the one observed at high wind speeds. Therefore, the bimodality of the original data is preserved as bimodality of the Markov chain model.

The two dominant trends identified in region I are compatible with the expected behavior of the power production control system present on the wind turbine. For high values of wind speed, the controller action upon the blade aerodynamics is capable of sustaining the production level despite the expected decrease of the wind speed. One has to consider, however, the time scales involved. With a 10-min resolution of the original data, it is not possible to directly observe the rapid controller action on the blades, only the average behavior of the controller as well as actions that occur on larger time scales, such as the rotation of the tower. However, even at large sampling times, the data set catches some events beyond the power curve and the subsequent conditional moments mirror the controller action that forces the system back on the curve.

Another important application of our method deals with the diffusion matrix. As explained in the previous section, by diagonalizing the diffusion matrix at each point of the phase space one is able to determine the two eigendirections for diffusion. Being orthogonal to each other, these two eigendirections define an ellipse with major and minor axes proportional to the corresponding eigenvalue. Figure 6 shows the diffusion ellipses in phase space. Region I is characterized by the largest ellipses indicating very large fluctuations, while there is an area in region II that presents small fluctuations and corresponds to the fixed point areas identified in the drift field. In the high-slope region of the power curve, the ellipses degenerate, i.e., one eigenvalue is negligible when compared to the other \( \lambda_{\text{min}}/\lambda_{\text{max}} \approx 0 \). The inset of Fig. 6 shows in a grayscale the quotient \( \lambda_{\text{min}}/\lambda_{\text{max}} \) between the smallest and the largest eigenvalues. White corresponds to zero quotient, while values in \([0,2,1]\) are black. Clearly, a white region indicating a very low ratio of the eigenvalues can be identified, which follows the performance curve shown in Fig. 3. Details concerning our error analysis are described in Appendix B.

One remark is appropriate at this point. As we mention above, the procedure described in this section has been performed on synthetic data generated using a Markov chain model. One might argue that the drift and diffusion coefficients could be extracted directly from the measured data. However, as a process in time, the real data also reflect daily and seasonal variations, which hinders and eventually spoils this approach. It has been found (Sec. IV) that the dynamics of...
the system are reflected by the presence of two maxima in
the joint distribution (one at low \( v \), near \( v_{\text{mod}} \) and one at
high \( v \), near \( v_{\text{th}} \)). The two-dimensional PDF of the measured
data (not shown) closely resembles the one of synthetic data,
shown in Fig. 4(f), including the two maxima. Estimating drift
and diffusion coefficients directly from the measured data,
however, does not allow us to reproduce this distribution (not
shown). The MCM has been found to reproduce the relevant
statistical and dynamical features of the fluctuations observed
in the real data [6]. Given that (i) the MCM produces a
transition matrix that maximizes the likelihood of distributions
[6], (ii) its errors are known and small (see Appendix B), (iii) it
faithfully reproduces the joint PDF, and (iv) the analysis using
the MCM yields the correct physical dynamics and fixed points
(see Sec. IV), it is reasonable to take the simulated data as the
aperiodic process corresponding to the time series of power
and wind speed.

V. DERIVING THE PERFORMANCE CURVE FROM
UNIVARIATE STOCHASTIC DYNAMICS

The inset of Fig. 6 shows that along the performance curve
one eigenvalue is typically much larger than the other. This
is an indication that in fact \( P \) is a function of \( v \), which
in the case of power production and wind speed yields the
performance curve drawn in Figs. 3, 5, and 6. To see this one
first takes \( P \) and \( v \) as two general variables fulfilling Eqs. (5)
and observes that if \( P \equiv P(v) \) there are not two independent
stochastic forces, but only one, yielding for \( v \) [17] and
for \( P \)

\[
\frac{dv}{dt} = \tilde{h}_v(v) + \tilde{g}_v(v)\Gamma, \\
\frac{dP}{dt} = \tilde{h}_P(P) + \tilde{g}_P(P)\Gamma,
\]
FIG. 7. (Color online) Uncovering properties of wind turbines by analyzing data series of wind speed $v$ and power $P$ separately [see Eqs. (6a) and (6b)]. The horizontal axis indicates the value of $v/v_{\text{max}}$ for $\tilde{h}_v$ and $\tilde{g}_v^2$ and the value of $P/P_{\text{max}}$ for $\tilde{h}_P$ and $\tilde{g}_P^2$. The large circle denoted by RWS marks the region of the rated wind speed also seen in Figs. 5 and 6. Lines without error bars indicate the same Kramers-Moyal coefficients, this time derived directly from the transition matrix, yielding similar results: $\tilde{h}_v$ [red solid line in (a)], $\tilde{h}_P$ [blue dashed line in (a)], $\tilde{g}_v^2$ [red solid line in (b)], and $\tilde{g}_P^2$ [blue dashed line in (b)].

where functions $\tilde{h}$ and $\tilde{g}$ are of course different from the drift and diffusion functions defined above in Eqs. (5), since only one variable is taken into consideration for the stochastic motion equation.

Consequently, the separate analysis of both wind speed and power production enables one to extract valuable insight about the full dynamics and behavior of the wind turbine with the atmospheric wind. In fact, the two-dimensional analysis of the performance curve summarized in Figs. 5 and 6 can indeed be accessed through a one-dimensional stochastic analysis of each variable $P$ and $v$ separately.

Figure 7 shows the drift and diffusion of both the wind speed and power production determined for the model described by Eqs. (6a) and (6b). The drift of the wind speed $\tilde{h}_v$ has three zeros. These zeros correspond to three fixed points, two stable ($v \simeq v_{\text{mode}} \simeq 0.14v_{\text{max}}$ and $v \simeq v_{\text{th}} \simeq 0.55v_{\text{max}}$) and one unstable at $v_{\text{UFP}} \simeq 0.42v_{\text{max}}$. Thus, for wind speed below $v_{\text{UFP}}$, the airflow is unstable and unsuited for power production, while wind speeds above $v_{\text{UFP}}$ promote power production. The first zero of $\tilde{h}_v$ indicates approximately the mode of the wind speed distribution (compare with the inset in Fig. 5) and the other two zeros mark the transition between two different regions identified above in Figs. 5 and 6. The transition between regions I and II is marked by $v_{\text{th}}$. The transition between regions II and III is more subtle and deals with the zero at $v_{\text{UFP}}$ and with the functional dependence of the two variables: It is located at the transition region of $0.6P_{\text{max}} \lesssim P \lesssim 0.8P_{\text{max}}$, which corresponds to $v_{\text{UFP}} \simeq 0.42v_{\text{max}}$ (cf. Fig. 5).

The transition between regions III and II is also located at a minimum of the diffusion $\tilde{g}_v$ for the wind velocity. Moreover, Fig. 7(a) also shows that positive drifts are located at small wind speeds (up to $v_{\text{mode}}$) and for region II (see Figs. 5 and 6). At $v_{\text{UFP}}$, the drift changes to a positive value. In other words, above $v = v_{\text{UFP}}$ the expected change of the wind speed is towards higher values. The drift reaches a maximum on region II prior to a steep change towards negative values.

In this region, the wind speed values are not in the range of the extreme weather conditions and are also not as frequent as the lower wind speed values. However, it is frequent enough to be associated with a commonly repeated pattern, i.e., the bimodal pattern of the wind direction, in which the airflow is mainly induced by thermal differences. This pattern is responsible for most of the power production in this wind turbine and the main reason for a second attraction point at $v_{\text{th}}$. For higher wind speed values, the drift changes again to negative values (region I) since very high wind speed is usually of short duration, i.e., extreme wind gusts. Moreover, Fig. 7(b) shows where the power stochasticity is maximal, i.e., the region of the highest diffusion values $\tilde{g}_P$, which is the high-slope region of the power curve for $0.3P_{\text{max}} \lesssim P \lesssim 0.6P_{\text{max}}$.

Parallel to our stochastic approach, we also derive coefficients $D^{(1)}$ and $D^{(2)}$ directly from the transition matrix. The results are similar to the ones described above, as one can see in Fig. 7 (thin gray solid and dashed lines), where the deviations from the coefficients derived from our analysis are due to the prescribed binning of phase space, i.e., to the number of states chosen for the transition matrix. Taking all the above observations into account, one concludes that there is strong agreement between the regions defined in the context of Figs. 5 and 6 and the sign of the wind speed drift.

Having analyzed separately both properties $v$ and $P$, we continue by showing that from the drift and diffusion coefficients $\tilde{h}_v$, $\tilde{g}_v$, $\tilde{h}_P$, and $\tilde{g}_P$, one obtains a functional dependence between power production and wind speed. To that end we assume that Eq. (6a) holds for $\tilde{h}_v$, $\tilde{g}_v$, $\tilde{h}_P$, and $\tilde{g}_P$, one obtains a functional dependence between power production and wind speed. Thus we can take the Itô-Taylor expansion [17] of its differential

$$dP(v) = P(v + dv) - P(v) = \frac{dP}{dv}dv + \frac{1}{2}\frac{d^2P}{dv^2}dv^2 + O(dv^3)$$

$$= \left(\frac{dP}{dv}\tilde{h}_v + \frac{1}{2}\frac{d^2P}{dv^2}\tilde{g}_v^2\right)dt + \frac{dP}{dv}\tilde{g}_v dw$$

using the differential $dv = \frac{dP}{\tilde{h}_v}dt + \frac{\tilde{g}_v}{\tilde{h}_v}dw$. Therefore, identifying

$$\tilde{h}_P = \frac{dP}{dv}\tilde{h}_v + \frac{1}{2}\frac{d^2P}{dv^2}\tilde{g}_v^2,$$

$$\tilde{g}_P = \frac{dP}{dv}\tilde{g}_v.$$
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FIG. 8. Power production $P$ as a function of wind speed $v$ by integration [see Eq. (7)]. Both Eqs. (8) are fulfilled, analyzing both series $P$ and $v$ separately [see Eqs. (6a) and (6b)].

which can be solved with respect to the two derivatives of $P(v)$, yields the numerical integration scheme as follows:

$$P(v + \Delta t) = P(v) + \frac{dP}{dv} \bigg|_{v=v(t)} \Delta v + \frac{1}{2} \frac{d^2P}{dv^2} \bigg|_{v=v(t)} (\Delta v)^2 + \mathcal{O}((\Delta v)^3)$$

$$= P(v) + \frac{\tilde{g}_P(P(v))}{\tilde{g}_v(v)} \Delta v + \frac{1}{2} \frac{\tilde{h}_P(P(v))\tilde{g}_v(v) - \tilde{h}_v(v)\tilde{g}_P(P(v))}{(\tilde{g}_v(v))^3} (\Delta v)^2 + \mathcal{O}((\Delta v)^3).$$

(9)

Figure 8 shows the integration of $dP(v)$ for the condition $P_0(v_0) = 0$ for $v_0 = 0$. The deviations can be attributed to the fact that Eqs. (6a) and (6b) are only strictly valid in the regions where the eigenvalues of the diffusion matrix show a large difference between them, $\lambda_{\text{min}} \ll \lambda_{\text{max}}$ (cf. the insets of Figs. 5 and 6 where $0.2 \leq v \leq v_{\text{th}}$). In addition, the integration Eq. (9) is valid only on the performance curve and applying Eqs. (6a) and (6b) therefore also neglects the asymmetry of the drift functions with respect to this curve. Both deviations are a natural consequence of having treated two dependent variables $P$ and $v$ as separate stochastic variables.

However, by doing so, two important features can be observed. First, the diffusion matrix $D^{(2)}(P, v)$ has rank one, i.e., one of its eigenvalues can be neglected in comparison to the other. Second, from the functions $h$ and $g$ in Eqs. (6), it is possible to determine the functional dependence between both variables. More details are given in Appendix C.

VI. DISCUSSION AND CONCLUSIONS

Investigating a wind turbine from a real wind park, we report the reconstruction of the stochastic performance curve of the variables of wind speed and power production, using both drift and diffusion coefficients. These coefficients, describing the respective deterministic and stochastic interactions of wind field, turbine aerodynamics, and controller action, are estimated from a synthetic time series generated using a Markov chain model of the original measurement data. We argue that this reconstruction is superior to a direct evaluation of the measurements.

As a main finding we present the fact that the reconstruction of the power curve using both drift and diffusion coefficients uncovers additional information not visible in an analysis of the drift field alone [10], even though we are using measured data of a very low measurement rate as model input. Specifically, our analysis reveals the existence of various distinct regions in the wind speed-power production plane. In addition, we have been able to reconstruct the power curve from the drift and diffusion coefficients using a method that should be able to uncover functional relationships between stochastic variables in a wide range of experimental setups. It should be noted that it is possible to infer the correlation between $v$ and $P$ from the joint PDF in Fig. 4(f) alone; however, such an approach neglects the dynamical behavior of the system.

Without our approach summarized in Figs. 5–7 one could not so surely claim the existence of three separate regions. Moreover, attached to these three regions we detected three fixed points of the dynamics, two of them stable and one unstable. These three fixed points are only shown clearly in Fig. 7, after performing the one-dimensional analysis with our method. In particular, considering the upper stable fixed point, while its coincidence with peak production can be identified directly in the $(P, v)$ joint PDF, the analysis sketched in Fig. 7 allows us to detect the region that belongs to its basin of attraction, within which drift drives the trajectories to the upper stable fixed point, whereas beyond this region trajectories are pushed to the lower stable fixed point.

Finally, information about how trajectories diffuse in phase space, i.e., the entire dynamics of the system, can only be obtained completely after extracting the drift and diffusion fields together with the fixed points of the drift field and the principal directions of diffusion. Only after analyzing the separation of diffusion eigenvalues visible in Fig. 6 can we postulate the existence of a single diffusive force underlying Eqs. (6a)–(C5).

Although there are limitations in increasing the extracted power of a wind turbine, typically described by the power coefficient that has a maximum value given by the Betz limit [22], our approach may be helpful in obtaining a better understanding of the complex dynamics that determines power production in wind turbines. Indeed, we believe that such a stochastic description, if applied to an entire wind park, would enable one to better quantify the risk associated with the estimate of global energy production. The global energy production of a wind park is usually determined by financial constraints, i.e., by decision making of how much energy one must buy or sell in the market to compensate for the energy production fluctuations. Therefore, we are now extending this methodology in order to consider coupled systems of wind turbines in nearby locations, using direct measures of power and wind speed as well as simulated data.
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APPENDIX A: ESTIMATION OF THE MARKOV CHAIN TRANSITION MATRIX

The Markov chain transition probabilities were not obtained by employing the usual maximum likelihood (ML) estimator, but by using a modified likelihood function that combines information from one-step and two-step transitions, as described in this appendix. This modified ML yields lower variance estimates for the transition probabilities (see Appendix B).

Let \( s_i (i \in \{0, \ldots, n\}) \), \( n \in \mathbb{N} \), be the state space of the Markov chain model, where each state is a combination of a wind power, speed, and direction state. Thus the wind power, speed, and direction time series can be transferred into a stream \( s \) of states, i.e., \( s = \{s_0, s_1, s_2, \ldots, s_m, \ldots, s_n\} \), where \( m \in \mathbb{N} \) denotes the length of the time series and \( s_i \) denotes the state the Markov process assumes at time \( k \) with \( k \in \{1, \ldots, n\} \) \( \forall k \in \{0, \ldots, m\} \). Let \( p_{ij} \) denote the probability of the process to move from state \( s_i \), at time \( k \), to state \( s_j \), at time \( k + 1 \). Then the likelihood function \( L^{(1)} \), i.e., the probability of the observed series of states \( s \), given the transition probabilities \( p_{ij} \) for one-step transitions, is

\[
L^{(1)} = P(s_0)\prod_{i,j \in S} p_{ij} \prod_{k=1} p_{i(k-1)\rightarrow i, j(k)} \prod_{k=1} p_{i(k-1)\rightarrow i, \cdot}.
\]

(A1)

Since the probability of the process being in state \( s_0 \) is constant, the maximum likelihood estimator can thus be written as the maximum of \( L^{(1)} = \prod_{i,j \in S} p_{ij} \) subjected to \( p_{ij} \geq 0 \) and \( \sum_{j} p_{ij} = 1 \), with \( i, j = 1, \ldots, n \), where \( S \) is the set of all one-step transitions \((i, j)\) observed in the state stream \( s \).

Solving the above optimization problem is equivalent to minimizing the log-likelihood function \( L_{\log}^{(1)} = -\sum_{i,j \in S} \log p_{ij} \) subjected to the same constraints. For practical purposes we consider henceforth the log-likelihood function \( L_{\log}^{(1)} \).

Next we consider only two-step transitions. Taking \( p_{ij}^{(2)} \) as the probability of the process moving from state \( s_i \), at time \( k \), to state \( s_j \), at time \( k + 2 \), the maximum likelihood estimators are given by the maximum of \( L^{(2)} = \prod_{i,j \in S} p_{ij} = \prod_{i,j \in S} \sum_{k=1} p_{i(k-1)\rightarrow i, j(k)} p_{i(k-2)\rightarrow i, k} \) with \( S = S_{\text{odd}} \cup S_{\text{seven}} \), where \( S_{\text{odd}} = \{(i_1, i_2), (i_1, i_3), \ldots, (i_{n-3}, i_{n-1})\} \) (odd time points) and \( S_{\text{seven}} = \{(i_1, i_2), (i_3, i_4), \ldots, (i_{n-2}, i_{n-1})\} \) (even time points), assuming without loss of generality that \( m \) is even. Here we use the Chapman-Kolmogorov equations to express the two-step transitions \( p_{ij}^{(2)} \) in terms of one-step transitions \( p_{ij} \) with the same constraints as above. The corresponding log-likelihood function, whose minimization defines an equivalent optimization problem, is

\[
L_{\log}^{(2)} = -\sum_{i,j \in S} \log \left( \sum_{k=1} p_{i(k-1)\rightarrow i, j(k)} p_{i(k-2)\rightarrow i, k} \right).
\]

(B1)

Finally, as described in Ref. [6], we minimize the objective function given by the sum of the two log-likelihood functions above, namely,

\[
L_{\log} = L_{\log}^{(1)} + L_{\log}^{(2)},
\]

(A2)

and under the same constraints. Higher-order Markov models were also tested, but did not show considerable improvement compared to the estimator \( L_{\log} \) in Eq. (A2).

Notice that the minimization of \( L_{\log} \) in Eq. (A2) for the series of states \( s \) is equivalent to minimizing the one-step functional \( L^{(1)} \) of the augmented state stream \( S = s_0, s_1, s_2, \ldots, s_m, S, s_i, S, s_j, S, \ldots, s_{m-2}, S, s_{m-1}, S, s_m, S, s_0, \ldots, s_{m-3}, S, s_{m-2}, S, \ldots \), where \( S \) stands for voids in the state stream.

Concerning the state space partition, we tried several different partitions of the power-speed-direction space. A comparison of the histograms of the original data and the data synthesized using these models showed that the model with the highest resolution of the binning in the power-speed plane is 80 \( \times \) 60 \( \times \) 12, which reproduces the original data most accurately.

APPENDIX B: ERROR ANALYSIS

A lower bound for the uncertainty of the transition probabilities is provided by the Cramer-Rao bound (CRB) since there is no simple expression to determine the parameters variance for the two-step estimator, described in Sec. VI. The CRB for maximum likelihood estimators with constraints on the parameter space can be computed by using the following equation [23]:

\[
\text{CRB} = U^{T} (UHUT)^{-1} U,
\]

(B1)

where \( U \) is an orthonormal matrix spanning the null space of the Jacobian \( J \) of the parameter’s equality constraints and \( H \) is the Hessian of the objective function, defined in Appendix A.

The uncertainty is linked to the number of observed transitions in the data. Results show that a high value for the CRB (\( \sigma_{ij} > 0.1 \)) is always associated with infrequent transitions (fewer than four observations in the 2-yr data set). For transition probabilities \( p_{ij} \) with more than 25 observations, 90% of the \( \sigma_{ij} \) values are smaller than 0.25 \( \mu \).

To assess the performance of the two-step estimator, its CRB is compared with the CRB of the one-step estimator, applied to the same 2-yr data set. Results shows that for the transition probabilities with a high CRB value, the two-step estimator provides a lower bound. In the remaining cases, the difference is not significant.

Another source of errors stems from our use of the direct estimation of the Kramers-Moyal (KM) coefficients from the synthetic time series. This method has been found to introduce three principal types of errors [18,24,25].

The first error accounts for the statistical variation of counts \( N \) in each bin used for the calculation of the conditional moments. It can be shown [25] that this error decreases with \( 1/\sqrt{N} \). Since we can generate synthetic time series of arbitrary length and therefore arbitrarily high \( N \) in each bin under consideration, we can neglect this error.

Second, estimation of the KM coefficients uses an expansion of the Fokker-Planck operator in powers of the temporal increment \( \tau \), neglecting higher orders in \( \tau \). It is known [24] that this finite-time expansion induces an erroneous count \( M_{\tau}^{(i)} \) of the \( i \)th conditional moment \( M_{\tau}^{(i)} \), namely, \( M_{\tau}^{(i)} = \tau D^{(i)} + \)
where the stochastic differential \( dW \) is the same as the one in Eq. (7). Since both variables \( P \) and \( v \) are driven by the same stochastic forces, one can take only one of them as the stochastic variable, say, \( v \), and the other one as a function of \( v \) and \( t \) alone, \( P = P(v,t) \). In that way one incorporates all stochastic contributions into \( v \). Mathematically this implies that we can write the differential of \( P \) as

\[
dP = \frac{\partial P}{\partial v} dv + \frac{\partial P}{\partial t} dt,
\]

where both partial derivatives are derived from the functions \( \hat{h} \) and \( \hat{g} \) alone [see Eq. (6)]. Indeed, rewriting Eq. (7) as

\[
dP(v) = \frac{dP}{dv}(\hat{h}_v dt + \hat{g}_v dW) + \frac{1}{2} \frac{d^2 P}{dv^2} \hat{g}_v^2 dt \tag{C3}
\]

and using Eq. (C1) together with the relations in Eq. (8) yields

\[
dP = \hat{g}_v \frac{\partial P}{\partial v} dt + \left( \hat{h}_v - \hat{h}_v \frac{\partial P}{\partial v} \right) \frac{\partial P}{\partial t} dt. \tag{C4}
\]

This equation means that \( P \) is a function of \( t \) and \( v \), which contains all stochastic contributions. Consequently, the partial derivatives in Eq. (C2) are

\[
\frac{\partial P}{\partial v} = \frac{\hat{g}_v}{\hat{g}_v}, \tag{C5a}
\]

\[
\frac{\partial P}{\partial t} = \hat{h}_v - \hat{h}_v \frac{\partial P}{\partial v} \frac{\hat{g}_v}{\hat{g}_v}. \tag{C5b}
\]

The first partial derivative shows that the variation of the production power by speed variations equals the quotient of the corresponding diffusion amplitudes in time. The second partial derivative describes the local power production, which is given by the power production drift \( \hat{h}_v \), after subtracting the contribution of the wind speed drift \( \hat{h}_v \) in the variation of \( P \) due to \( v \).
4. Uncovering wind turbine properties through two dimensional stochastic modeling of wind dynamics
Chapter 5

A cyclic time dependent Markov process to model daily patterns in wind turbine power production

The two previous chapters described the analysis of wind energy production in the Langevin frameworks as a two stage process. In the first stage, the empirical measurement data were modeled with a Markov chain, in the second stage, data synthesized from this Markov chain were analysed using the Langevin method.

As it stands, this method is only capable of extracting information concerning long-term behavior from the data. In wind energy production however, certain patterns repeat themselves on a daily basis due to the solar cycle. This paper describes a way to incorporate these patterns into the modeling stage, by extending the model to a time-dependent Markov process. A challenge that arises with this extension is the sheer volume of new parameters, since every model parameter now needs to be estimated for each available time of the day. In the case of the industry standard of 10-minute average data this yields 144 times per day for which the transition matrix needs to be computed. The paper presents a way to reduce the amount of parameters by modeling the time-dependent transition probabilities in terms of Bernstein polynomials, effectively decreasing the amount of parameters to the degree of the approximating polynomial.

The paper describes the estimation procedure based on a convex constrained optimization problem and shows the agreement of the model with the data. Moreover, the use of the model aside from data synthesis is demonstrated by analyzing wind power production persistence for different times of the day.
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A B S T R A C T

Wind energy is becoming a top contributor to the renewable energy mix, which raises potential reliability issues for the grid due to the fluctuating nature of its source. To achieve adequate reserve commitment and to promote market participation, it is necessary to provide models that can capture daily patterns in wind power production. This paper presents a cyclic inhomogeneous Markov process, which is based on a three-dimensional state-space (wind power, speed and direction). Each time-dependent transition probability is expressed as a Bernstein polynomial. The model parameters are estimated by solving a constrained optimization problem: The objective function combines two maximum likelihood estimators, one to ensure that the Markov process long-term behavior reproduces the data accurately and another to capture daily fluctuations. A convex formulation for the overall optimization problem is presented and its applicability demonstrated through the analysis of a case-study. The proposed model is capable of reproducing the diurnal patterns of a three-year dataset collected from a wind turbine located in a mountainous region in Portugal. In addition, it is shown how to compute persistence statistics directly from the Markov process transition matrices. Based on the case-study, the power production persistence through the daily cycle is analyzed and discussed.
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1. Introduction

The EC European Parliament objective to achieve 20% of the consumed energy from the renewable energy sector by 2020 introduced a serious challenge to the planning and operating of power systems. Wind energy is becoming a top contributor to the renewable energy mix due to rather high capacities and generation costs that are becoming competitive with conventional energy sources [28]. However, wind energy systems suffer from a major drawback, the fluctuating nature of their source, which affects the grid security, the power system operation and market economics. There are several tools to deal with these issues, such as the knowledge of wind power persistence and wind speed or power simulation. Persistence is related to stability properties and can provide useful information for bidding on the electricity market or to maintain reliability, e.g. by setting reserve capacity.

Wind power or speed simulation can be used to study the impact of wind generation on the power system. For this task, a sufficiently long time series of the power output from the wind plants should be used. However, real data records are commonly of short length and thus synthetic time series are generated by stochastic simulation techniques to model wind activity [16]. Shamshad et al. [23] used first and second-order Markov chain models for the generation of hourly wind speed time series. They found that a model with 12 wind speed states (1 m/s size) can capture the shape of the probability density function and preserve the properties of the observed time series. Additionally, they concluded that a second-order Markov chain produces better results. Niaou et al. [15] compared the limiting behavior of their Markov chain model with the data histograms gotten from hourly averaged wind speed and showed that the statistical characteristics were faithfully reproduced. Sahin and Sen [22] reported the use of a first-order Markov chain approach to simulate the wind speed, where: a) both transitions between consecutive times and within state wind speeds are sampled using a uniform distribution; and, b) extreme states are sampled with an exponential distribution. They showed that statistical parameters were preserved to a significant extent; however, second-order Markov chain models could yield improved results.

Although wind power can be computed from synthetic wind speed time series, Papaefthymiou and Kloczl [16] show that a stochastic model using wind power leads to a reduced number of states and a lower Markov chain model order. They compared a
Markov chain based method for the direct generation of wind power time series with the transformed generated wind speed. Both the autocorrelation and the probability density function of the simulated data showed a good fit. Thus, they concluded that it is better to generate wind power time series. Chen et al. [7] also modeled wind power by using different discrete Markov chain models: the basic Markov model; the Bayesian Markov model, which considers the transition matrix uncertainty; and, the birth-and-death Markov model, which only allows state transitions between immediately adjacent states. After comparing the wind power autocorrelation function, the authors find the Bayesian Markov model best. Lopes et al. [13] proposed a Markov chain model using states that combine information about wind speed, direction and power. From the transition matrix, they compute statistics, such as the stationary power distribution and persistence of power production, which show a close agreement with their empirical analogs. The model was then used for the two-dimensional stochastic modeling of wind dynamics by Raischel et al. [21]. They aim at studying the interactions between wind velocity, turbine aerodynamics and controller action using a system of coupled stochastic equations describing the co-evolution of wind power and speed. They showed that both the deterministic and stochastic terms of the equations can be extracted directly from the Markov chain model.

The knowledge of wind power production persistence provides useful information to run a wind park and to bid on the electricity market, since it provides information about the expected power steadiness. It can be seen as the average time that a system remains in a given state or a subset of states. Existent literature focuses mainly on wind speed persistence, which is used for assessing the wind power potential of a region. Persistence can be determined directly from the data [20,19]; however, the presence of missing data leads to an underestimate of actual persistence. Alternative methods are based on wind speed duration curves [14,10], the autocorrelation function or conditional probabilities. Koçak [11] and Cancino-Solórzano et al. [5] compare these techniques, and both conclude that wind speed duration curve yields the best results, i.e. results that follow the geographical and climatic conditions of the analyzed sites. Moreover, Cancino-Solórzano et al. [5] analyze the concept of “useful persistence”, which is the time schedule series where the wind speed is between the turbine cut-in and cut-out speed. The results gotten from this analysis coincide with the persistence classification obtained using the speed duration curves. In addition, Koçak [12] suggests a detrended fluctuation analysis to detect long-term correlations and analyze the persistence properties of wind speed records. Sigl et al. [24]; Corotis et al. [8] and Poje [16] proposed an approach based on the use of a power law or exponential probability distributions for the persistence of wind speed above and below a reference value. A Markov chain based method to derive the distribution of persistence is introduced by Anastasiou and Tsekos [1], who show its capability on wind speed data.

Most methods in literature of wind speed and power synthesis fail to represent diurnal patterns in the artificial data. However, these are relevant for energy system modeling and design, since their knowledge allows to plan and schedule better. For instance, a power production behavior that best matches demand needs smaller reserve capacity. Recently, Suomalainen et al. [26,25] introduced a method for synthetic generation of wind speed scenarios that include daily wind patterns by sampling a probability distribution matrix based on five selected daily patterns and the mean speed of each day. Carapellucci and Giordano [6] adopt a physical–statistical approach to synthesize wind speed data and evaluate the influence of the diurnal wind speed profile on the cross-correlation between produced energy and electrical loads. The parameters of their model, such as diurnal pattern strength or peak hour of wind speed are determined through a multi-objective optimization, carried out using a genetic algorithm.

This paper introduces a cyclic time-variant Markov model of wind power, speed and direction designed to consider the daily patterns observed in the data. The model can be used to synthesize data for the three variables and is capable of reproducing the daily patterns. Moreover, it allows to compute persistence statistics depending on the time of the day. The paper is organized as follows: Section 2 introduces the proposed model as an extension of the “regular” Markov chain model, which is then used for comparison. Furthermore it is shown, how to compute the time of the day dependent persistence statistics directly from the Markov model transition matrices. In Section 3 the constrained convex optimization problem to get the model parameters is introduced and explained. It is applied to the analysis of a case-study based on a real dataset, Section 4. Since the model describes the joint

<table>
<thead>
<tr>
<th>Nomenclature</th>
<th>( \alpha_0 )</th>
<th>initial state distribution at time step ( t = 0 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \beta_{ij}^t )</td>
<td>coefficients of the Bernstein polynomial modeling the transition probability ( p_i(t) )</td>
<td></td>
</tr>
<tr>
<td>( 1_{A} )</td>
<td>unit column vector of the same size as subset ( A )</td>
<td></td>
</tr>
<tr>
<td>( \mathbf{P} )</td>
<td>set of observed state transitions</td>
<td></td>
</tr>
<tr>
<td>( A )</td>
<td>set of transitions observed in the data together with the scaled time of the day ( z ) at which they are observed</td>
<td></td>
</tr>
<tr>
<td>( \omega )</td>
<td>weight of the extra transitions added to the objective function</td>
<td></td>
</tr>
<tr>
<td>( \pi )</td>
<td>stationary distribution of a time-invariant Markov chain</td>
<td></td>
</tr>
<tr>
<td>( \pi^r )</td>
<td>stationary distribution at time ( r ) of a time-variant cyclic Markov process</td>
<td></td>
</tr>
<tr>
<td>( \pi_t(j) )</td>
<td>stationary probability, of state ( j ) at time of the day ( r )</td>
<td></td>
</tr>
<tr>
<td>( \pi_t(A) )</td>
<td>vector whose elements are the stationary probabilities of the states in the set ( A ) at time of the day ( r )</td>
<td></td>
</tr>
<tr>
<td>( \tau )</td>
<td>persistence</td>
<td></td>
</tr>
<tr>
<td>( \tau_r )</td>
<td>time-dependent persistence in a cyclic Markov process</td>
<td></td>
</tr>
<tr>
<td>( b_{ij}(z) )</td>
<td>( \mu )-th Bernstein basis polynomial of order ( k )</td>
<td></td>
</tr>
<tr>
<td>( E[\cdot] )</td>
<td>expected value operator</td>
<td></td>
</tr>
<tr>
<td>( p_i(t) )</td>
<td>( t )-th step transition matrix of a Markov process</td>
<td></td>
</tr>
<tr>
<td>( p_{ij}^{(t)} )</td>
<td>( t )-th step transition probability of a Markov process</td>
<td></td>
</tr>
<tr>
<td>( p_{ij}^{avg} )</td>
<td>daily average probability of transition from state ( s_i ) to ( s_j )</td>
<td></td>
</tr>
<tr>
<td>( \rho_i )</td>
<td>remainder of time step ( t ) modulo ( T )</td>
<td></td>
</tr>
<tr>
<td>( S )</td>
<td>Markov process state space</td>
<td></td>
</tr>
<tr>
<td>( s_i )</td>
<td>( i )-th state of a Markov process</td>
<td></td>
</tr>
<tr>
<td>( T )</td>
<td>period of a cyclic Markov process</td>
<td></td>
</tr>
<tr>
<td>( t )</td>
<td>time step of a Markov process</td>
<td></td>
</tr>
<tr>
<td>( X_t )</td>
<td>Markov process</td>
<td></td>
</tr>
<tr>
<td>( z )</td>
<td>scaled time of the day</td>
<td></td>
</tr>
<tr>
<td>( \pi_{A} )</td>
<td>stationary probability distribution of the states in subset ( A )</td>
<td></td>
</tr>
<tr>
<td>( r )</td>
<td>time of the day</td>
<td></td>
</tr>
</tbody>
</table>
statistics for wind power, speed and direction, Section 5 explains how to create synthetic time series for these variables. Section 6 compares the synthesized data of both the time-variant and the time-invariant versions of the model. Moreover, it is shown how the persistence of power production varies through the daily cycle.

2. Time-inhomogeneous Markov model

2.1. Definition

A discrete finite Markov process \( \{X_t; t \geq 0\} \) is a stochastic process on a discrete finite state space \( S = \{s_0, s_1, \ldots, s_n\} \), whose future evolution depends only on its current state \([9]\). This Markov property is expressed mathematically by

\[
Pr\{X_{t+1} = s_j | X_t = s_i \} \quad \forall i \neq j, \forall t = 0, \ldots, T - 1 = Pr\{X_{t+1} = s_j | X_t = s_i \}.
\]

The probability of moving to state \( s_j \) at time step \( t + 1 \) given that it is in state \( s_i \) at time step \( t \) and is called the \( t \)-th step transition probability, denoted as \( p_{ij}(t) \). Thus, for each time step \( t \) the Markov process has an associated transition probability matrix \( P_t \), a \( n \times n \) matrix with entries \( P(t)_{ij} = p_{ij}(t) \) for all \( i, j \). Each \( P_t \) satisfies the following properties: \( p_{ij}(t) \geq 0 \) and \( \sum p_{ij}(t) = 1, \forall i, j \), \( \forall t \). A Markov process is called cyclic with period \( \tau \) if it has the smallest number, such that \( p_{ij}(mT + \tau) = p_{ij}(\tau) \) for all \( m \) in \( \mathbb{N} \), \( 0 \leq \tau < T \). Thus, a cyclic Markov process is described by \( T \) transition matrices \( P_r, r = 0, \ldots, T - 1 \) where the remainder of time step \( t \) modulo \( T \) will be denoted as \( r_t \) and Thus \( \tau_t = r_t + mT, \forall m \in \mathbb{N} \).

If the transition probabilities are time-independent, i.e. \( p_{ij}(t) = p_{ij} \), the process is called a (time-homogeneous) Markov chain and its probability matrix \( P \in \mathbb{R}^{N \times N} \) is given by \( P_{ij} = p_{ij} \). By analogy to the time-dependent case it holds that \( p_{ij} \geq 0 \) and \( \sum p_{ij} = 1 \) for \( i, j \in \{0, \ldots, n\} \).

2.2. Communication classes and irreducibility

2.2.1. Time-invariant Markov chain

The probability of reaching a state \( s_j \) from a state \( s_i \) in \( l \) time steps is given by \( P_{ij} \), i.e. the \( l \)-th power of the transition matrix \( P \). If a state \( s_j \) can be reached from a state \( s_i \) in a finite number of time steps and vice versa, i.e. \( \exists l \in \mathbb{N} : P(i, j) \geq 0 \) and \( P(j, i) \geq 0 \), the states \( s_j \) and \( s_i \) communicate. All states that communicate with each other are said to be in the same communication class. If all states of a state space are in the same communication class, i.e. if it is possible to reach every state from any other state in a finite number of time steps, the corresponding transition matrix \( P \) is called irreducible.

2.2.2. Cyclic time-variant Markov process

A cyclic Markov process with period \( T \) is described by \( T \) transition matrices \( P_r \) for each time of the day \( r = 0, \ldots, T - 1 \). The probability of the process reaching state \( s_j \) from state \( s_i \) in \( l \) time steps at time \( t = \tau \) is given as \( P_{ij}(\tau, \tau + l) \). For an arbitrary time step \( \tau \), the formula must be multiplied from the left with the term \( P_{\tau+1, \tau+2} \). Thus, the Markov process is irreducible, if the matrix \( P = P_0 \ldots P_{T-1} \) is irreducible, i.e. if \( \exists l \in \mathbb{N} : P_{ij}(\tau, \tau + l) \geq 0, \forall i, j \).

2.3. The stationary distribution

If a Markov chain is irreducible and aperiodic then the long-term statistics are described by the stationary probability distribution \( \pi = \lim_{n \to \infty} a^0 P^n \). The distribution is independent of the initial distribution \( a_0 \) and satisfies the balance equation \( \pi = \pi P \). By the Perron–Frobenius theorem it can be computed as the normalized eigenvector corresponding to the eigenvalue 1 of the transition matrix \([17]\).

In the case of the cyclic time-inhomogeneous Markov process there is also a stationary distribution \( \pi_r \), and for all \( r < T \). It can be interpreted as the limiting distribution of the Markov process considering only the datapoints sampled at time of the day \( r \). If the matrix \( P \) is irreducible, i.e. if \( \exists \alpha \), such that \( \pi = \alpha \lim_{n \to \infty} \pi \). The process is aperiodic, the stationary distribution \( \pi_r \) exists and is given by \( \pi = \pi P_0 \ldots P_{T-1} \). It will be denoted as in equation (1):

\[
\pi_r = \pi \cdot P_0 \ldots P_{T-1} \quad \pi_r = \pi \cdot P_0 \ldots P_{T-1} \ldots P_{T-1, T} \ldots P_0 \ldots P_{T-1}.
\]

2.4. Persistence

The persistence of a given state \( s_i \) is related with the number of steps the system consecutively remains in this state. In the time-homogeneous case, it follows a geometric distribution with expected value \( (1 - p_{ii})^{-1} \) and is denoted by \( \tau \). Anastasiou and Telkos [1] showed that it is possible to determine the expected time that a Markov chain stays consecutively inside a given subset of states using a simple closed-form expression. For example, in wind power applications, a typical subset of interest could contain all states corresponding to power production above a given threshold. To compute this estimate, the states are renumbered, s.t. they can be partitioned into two disjoint subsets: \( \mathcal{A} = \{s_0, \ldots, s_{n-1}\} \) containing the states of interest, and \( \mathcal{X} = \{s_0, \ldots, s_{n-1}\} \), its complement. Then, the transition matrix is rearranged into the following block structure:

\[
P = \begin{pmatrix}
P_{0,0} & \cdots & P_{0,T-1} & \cdots & P_{0,n} \\
P_{T-1,0} & \cdots & P_{T-1,T-1} & \cdots & P_{T-1,n} \\
P_{n,0} & \cdots & P_{n,T-1} & \cdots & P_{n,n}
\end{pmatrix}
\]

where the first and last block of rows and columns correspond to the states in subset \( \mathcal{A} \) and \( \mathcal{X} \), respectively. The expected value of persistence, i.e. the expected number of time steps the Markov process consecutively remains in the subset \( \mathcal{A} \) once it is entered, is given by:

\[
E(\tau) = \frac{\pi_\mathcal{A} 1_\mathcal{A}}{\pi_\mathcal{X} 1_\mathcal{X}}.
\]

where \( \pi_\mathcal{A} \) is the stationary probability distribution of the states in subset \( \mathcal{A} \) and \( 1_\mathcal{A} \) is the unit column vector of size \( (n - p + 1) \times 1 \). [1]

For the time-inhomogeneous case, persistence \( \tau_r \) is defined as the number of time steps the Markov process is expected to remain in a state (set of states), once it is entered at time \( \tau \). For a cyclic Markov process, the persistence \( \tau_r \) is equal for all \( r \) that are congruent modulo \( T \). Thus, it is only necessary to compute the persistence for \( \tau_r \), \( r = 0, \ldots, T - 1 \). This can be achieved by adapting the derivation of equation (2.4), provided by Anastasiou and Telkos [1], to time-variant cyclic Markov processes.

After renaming, s.t. the subset of interest is \( \mathcal{A} = \{s_0, \ldots, s_{n-1}\} \), the states of each transition matrix \( P_r \) are rearranged as in equation (2.4).
The probability of $\tau_r$ to be equal to $l$ is given as:

$$Pr(\tau_r = l) = \frac{Pr(X_r = i|X_{r-1} = j, X_r \in A)}{\sum_{i \in A} Pr(X_r = i|X_{r-1} = j, X_r \in A)}$$

and

$$P_{ij}(r, l, A) = Pr(X_r = i|X_{r-1} = j, X_r \in A)$$

with

$$P_{ij}(r, l, A) = \frac{Pr(X_r = i|X_{r-1} = j, X_r \in A)}{\sum_{i \in A} Pr(X_r = i|X_{r-1} = j, X_r \in A)}$$

where $\pi_j$ is the long-term probability of occurrence (stationary probability) of state $j$ at time of the day $r$. Thus, equation (2) can be rewritten in the matrix form to include all states in the subset $A$:

$$\pi_{ij}(l, A) = \frac{\pi_{i-1}(A) \cdot B_{i-1} \cdot \ldots \cdot B_{r-1} \cdot \pi_{r-1}(A)}{\pi_{i-1}(A) \cdot B_{i-1} \cdot \ldots \cdot B_{r-1} \cdot \pi_{r-1}(A)}$$

where $1_A$ is a unit vector of dimension $(n - v + 1) \times 1$ and $\pi_{i-1}(A)$ is a vector of dimensions $1 \times v$, whose elements are the stationary probabilities of the states in the set $A$ at time of the day $r - 1$.

Thus, equation (2) can be rewritten as:

$$Pr(\tau_r = l) = \frac{\pi_{i-1}(A) \cdot D_r \cdot \ldots \cdot D_{r-1} \cdot \pi_{r-1}(A)}{\pi_{i-1}(A) \cdot B_{i-1} \cdot \ldots \cdot B_{r-1} \cdot \pi_{r-1}(A)}$$

The expected value of坚持 at time $t$ can then be derived as:

$$E(\tau) = \sum_{l=1}^{\infty} \frac{\pi_{i-1}(A) \cdot B_{i-1} \cdot \ldots \cdot B_{r-1} \cdot \pi_{r-1}(A)}{\pi_{i-1}(A) \cdot B_{i-1} \cdot \ldots \cdot B_{r-1} \cdot \pi_{r-1}(A)} \cdot D_r \cdot \ldots \cdot D_{r-1} \cdot \pi_{r-1}(A)$$

Making use of the cyclicity of the Markov process, this can be expressed as:

$$E(\tau) = \sum_{l=1}^{\infty} \frac{\pi_{i-1}(A) \cdot B_{i-1} \cdot \ldots \cdot B_{r-1} \cdot \pi_{r-1}(A)}{\pi_{i-1}(A) \cdot B_{i-1} \cdot \ldots \cdot B_{r-1} \cdot \pi_{r-1}(A)} \cdot D^m \cdot D_{r-t} \cdot \ldots \cdot D_{r-t} \cdot \pi_{r-t}(A)$$

where $D = D_r \cdot \ldots \cdot D_{r-t} \cdot D_{r-t} \cdot \ldots \cdot D_{r-t}$ and $l = mT + \tau$. It can be seen that the sum converges after splitting it into $T$ partial sums, one for each time of the day $r$. For each partial sum, the only term not constant is the matrix power $D^m$, which converges because all eigenvalues of $D$ are smaller than 1. The infinite sum for the expected value of persistence at time $r$ can be approximated to an arbitrary degree of accuracy $\epsilon$ by defining

$$f_i = \frac{l_i \cdot \pi_{i-1}(A) \cdot B_{i-1} \cdot \ldots \cdot B_{r-1} \cdot \pi_{r-1}(A) \cdot D^m \cdot D_{r-t} \cdot \ldots \cdot D_{r-t} \cdot \pi_{r-t}(A)}$$

and successively adding $f_i$, $l = 0, 1, \ldots, L$ until the difference between two consecutive sums is smaller than $\epsilon$, i.e. until $|f_i| < \epsilon$.

3. Parameter estimation

3.1. Time-invariant Markov chain

The common approach to estimate the Markov chain transition matrix $P$ is through the optimization of a constrained maximum likelihood function, which describes the realization probability of a given dataset [2]. For a sequence of $M$ states $(X_0 = s_0, \ldots, X_T = s_T)$ with $s_0, \ldots, s_M \in S$ and $s_0, \ldots, s_M \in \{0, \ldots, n\}$, its probability can be computed as $Pr(X_T = s_T|X_0 = s_0, \ldots, X_{r-1} = s_{r-1})$. Since the term $Pr(X_T = s_T)$ is constant, given a set of observed state transitions $S$, it is possible to estimate $P$ by maximizing the likelihood

$$OF_1 = \prod_{i,j \in S} P_{ij}$$

where a transition is described by an ordered pair $(i, j)$ indicating the origin and the destination of the transition. In practice, instead of maximizing $OF_1$ with respect to the $P_{ij}$ variables it is preferable to minimize the negative log-likelihood function, i.e. $-\log(OF_1)$, since it transforms the original mathematical programming problem into an equivalent one that is convex and, thus, has a unique solution [4]. The overall optimization problem is formulated as follows:

$$\min \sum_{i,j \in S} \log(P_{ij})$$

subject to $P_{ij} \geq 0 \ \forall i, j = 0, \ldots, n$

$$\sum_{j} P_{ij} = 1 \ \forall i = 0, \ldots, n$$

The constraints ensure non-negativity of the transition probabilities and that they sum up to 1 for each row of the transition matrix.

3.2. Cyclic time-variant Markov process

The goal of this time-variant Markov process is to get a model that accurately reproduces the long-term behavior while considering the daily patterns observed in the data. Thus, the proposed objective function combines two maximum likelihood estimators: the first term maximizes the likelihood of the cycle-average probability; and, the second term maximizes the likelihood of the time-dependent probability. The final optimization problem is transformed into a convex one using the negative logarithm of the objective function. This section provides a detailed description of the objective function, the parameterization of the time-variant probability functions, and the constraints that must be added to the optimization problem to ensure its Markov properties.

3.2.1. Objective function

The transition probabilities are considered to be time-variant and cyclic with a period of $T$, i.e. for each time of the day $r (=0, \ldots, T$).
... $T - 1$) there is a different transition matrix $P_i$. In this paper, the time-dependent transition probabilities $p_{i,j}(r)$ are modeled by Bernstein polynomials. This has several advantages: a) a polynomial representation of the transition probabilities leads to a convex objective function and constraints, i.e. the optimization problem has a unique solution; b) a polynomial representation allows to decrease the number of variables in the optimization problem: for each transition, instead of $T$ variables only $k + 1$ are needed for a $k$ order polynomial; c) Bernstein polynomials are non-negative, which simplifies probability modeling, when compared to other polynomial bases; and d) they have the convex hull property, which, combined with de Casteljau algorithm, allows to easily write probability boundary conditions.

Bernstein polynomials are linear combinations of Bernstein basis polynomials $b_{k,m}(z)$, $z \in [0, 1]$. The $k + 1$ Bernstein basis polynomials of order $k$ are defined as:

$$b_{k,m}(z) = \binom{k}{m} z^m (1 - z)^{k-m}$$

with $m = 0, \ldots, k$ and $(ka)$ the binomial coefficient. Thus, the transition probabilities $p_{i,j}(z)$ are described by

$$p_{i,j}(z) = \sum_{m=0}^{k} \beta_{m}^{i,j} b_{k,m}(z),$$

with $\beta_{m}^{i,j} \in \mathbb{R}$ and $z = \tau T$, since the polynomial variable has to be scaled, s.t. it is between 0 and 1.

To maximize the likelihood of the time-dependent transition probabilities given the data, the objective function must consider the time of the day $z$ when the transition happens. Therefore, the objective function introduced in Eq. (4) becomes

$$\sum_{i \in S_{t}} \log(p_{i,j}(z)),$$

where $S_{t}$ is the set of observed transitions together with the time $z$ when they happen. This objective function allows to compute the intra-cycle transition probability functions, and thus to represent the daily patterns present in the data.

A second term is added to this function, namely

$$\sum_{(i,j) \in S} \log(p_{i,j}^{avg}),$$

where $S$ is the set of transitions observed in the data as defined in Section 3.1 and $p_{i,j}^{avg}$ is the cycle-average (daily) probability of transition from state $s_i$ to $s_j$. It can be computed as follows:

$$p_{i,j}^{avg} = \frac{1}{\tau T} \int_{0}^{\tau T} p_{i,j}(z)dz = \int_{0}^{\frac{1}{\tau T}} \sum_{m=0}^{k} \beta_{m}^{i,j} b_{k,m}(z)dz = \sum_{m=0}^{k} \beta_{m}^{i,j} \frac{1}{k+1} \int_{0}^{\frac{1}{\tau T}} b_{k,m}(z)dz$$

This second term is the maximum likelihood estimator for the daily average probability and its addition to the objective function increases the consistency of the long-term behavior of the Markov process with the data. Therefore, the overall objective function $OF_2$ is given by:

$$OF_2 = -\sum_{(i,j) \in S} \log(p_{i,j}^{avg}) - \sum_{(i,j) \in S} \log(p_{i,j}(z))$$

$$= -\sum_{(i,j) \in S} \log\left(\frac{1}{k+1} \sum_{m=0}^{k} \beta_{m}^{i,j} b_{k,m}(z)\right) - \sum_{(i,j) \in S} \log\left(\sum_{m=0}^{k} \beta_{m}^{i,j} b_{k,m}(z)\right)$$

and minimization is performed with respect to the coefficients $\beta_{m}^{i,j}$ (model parameters).

### 3.2.2. Constraints

The estimation of the model parameters requires the transition probability functions to comply with several constraints, to ensure:

- $C^0$- and $C^1$-continuity at $z = 0$.
- row-stochasticity of the transition matrices at every time of the day $z$ and
- that the transition probability functions are non-negative and bounded by 1.

Thus, to complete the specification of the optimization problem this section explains all the necessary constraints required for the model parameters to describe a cyclic Markov process.

#### 3.2.2.1. Periodicity

The transition probability functions are modeled using Bernstein polynomials, which are smooth, i.e. $C^\infty$-continuous functions. In general, the values at both ends of their domain (0 and 1) need not be equal. Thus, to avoid sudden changes in the value and slope of each probability function between the cycles, two constraints are added to ensure $C^0$- and $C^1$-continuity. Another reason is the arbitrariness of the cycle starting position, which affects the position of the discontinuity if these conditions are not used.

The first constraint is $p_{i,0}(0) = p_{i,0}(1)$. Since $b_{k,0}(0) = \delta_{i,0}$ and $b_{k,1}(0) = \delta_{i,1}$ the constraint can be reformulated as $\beta_{0}^{i,j} = \beta_{k}^{i,j}$, where $\delta$ is the Kronecker delta. The second constraint is added to ensure $C^1$-continuity, i.e. $dp_{i,j}(dz(0)) = dp_{i,j}(dz(1))$. The first derivative of a Bernstein basis polynomial can be written as a combination of two polynomials of lower degree:

$$\frac{db_{k,m}(z)}{dz} = k \left( b_{k-1,m-1}(z) - b_{k-1,m}(z) \right)$$

Thus, the first derivative of a transition probability $p_{i,j}(z)$ is given by:

$$\frac{dp_{i,j}(z)}{dz} = k \left( \sum_{m=0}^{k} (\beta_{m}^{i,j} - \beta_{m-1}^{i,j}) b_{k-1,m-1}(z) - \beta_{k}^{i,j} b_{k-1,m}(z) \right)$$

Hence, using $b_{k,0}(0) = \delta_{i,0}$ and $b_{k,1}(0) = \delta_{i,1}$ as well as the first constraint $\beta_{0}^{i,j} = \beta_{k}^{i,j}$, the constraint $dp_{i,j}(dz(0)) = dp_{i,j}(dz(1))$ reduces to the following linear constraint:

$$\beta_{1}^{i,j} + \beta_{k}^{i,j} = 0.5 \left( \beta_{0}^{i,j} + \beta_{k}^{i,j} \right)$$

#### 3.2.2.2. Row stochasticity of transition matrices

To ensure row stochasticity of the time-variant transition matrices, it is necessary to ensure that $\sum_{j} p_{i,j}(z) = 1$ for all $i$ and $z$. Since the Bernstein basis polynomials of order $k$ form a partition of unity, i.e.

$$\sum_{m=0}^{k} b_{m,i}(z) = 1$$

the constraint can be re-written as a linear combination of the polynomial coefficients:

$$\sum_{j} p_{i,j}(z) = 1 \Leftrightarrow \sum_{m=0}^{k} \beta_{m}^{i,j} b_{m,i}(z) = 1 \Leftrightarrow \sum_{j} \beta_{m}^{i,j} = 1$$

#### 3.2.2.3. Non-negative transition probabilities are bounded by 1

The most straightforward way to implement this constraint is to
add two inequalities for each time of the day and each transition probability \( p_{ij} \), i.e.

\[
p_{ij}(z) \geq 0 \quad \forall i, j, z
\]

\[
p_{ij}(z) \leq 1 \quad \forall i, j, z
\] (5)

However, this constraint significantly increases the problem size, since it requires 2\( \cdot T \cdot n^2 \) inequalities. An alternative constraint can be formulated by using the convex hull property of the Bernstein polynomials. This constraint makes the overall optimization problem size smaller, but is more restrictive.

Every Bernstein polynomial \( \sum_{k=0}^{n} b_{\mu,k}(z) \) always lies in the convex hull defined by its control points \((k \mu, \beta_{\mu})\), \(\mu = 0, \ldots, k\). Thus the constraint

\[
0 \leq p_{ij}(z) \leq 1 \quad \forall i, j, z
\]

can be reformulated in terms of the polynomial coefficients as

\[
0 \leq \beta_{\mu}^j \leq 1 \quad \forall \mu = 0, \ldots, k
\] (6)

Since constraint (6) is a sufficient but not necessary condition for constraint (5), the reformulation leads to a more restrictive overall minimization problem, i.e. the optimum objective function value is always higher or equal when compared with the problem with original constraint (5). The convex hull bound of Bernstein polynomials can be tightened by subdivision, i.e. by subdividing the domain in two regions and finding new control points \( \beta_{0}^j, \ldots, \beta_{k}^j \) and \( \beta_{1}^j, \ldots, \beta_{k-1}^j \) such that the function output remains unchanged. With each subdivision, the control points form a tighter bound around the polynomial and thus the polynomial coefficients can assume values in a wider range. The new control points can be determined by linear combinations of the original control points \( \beta_0^j, \ldots, \beta_k^j \). This can be performed efficiently using the de Casteljau algorithm, which in matrix form is given as:

\[
\begin{pmatrix}
\beta_0^j \\
\beta_1^j \\
\vdots \\
\beta_k^j
\end{pmatrix} = \begin{pmatrix}
b_{0,0}(z^e) & b_{0,1}(z^e) & \cdots & b_{0,k}(z^e) \\
b_{0,0}(z^e) & b_{1,1}(z^e) & \cdots & b_{1,k}(z^e) \\
\vdots & \vdots & \ddots & \vdots \\
b_{0,0}(z^e) & b_{k,1}(z^e) & \cdots & b_{k,k}(z^e)
\end{pmatrix} \begin{pmatrix}
\beta_0^j \\
\beta_1^j \\
\vdots \\
\beta_k^j
\end{pmatrix}
\]

\[
= C \begin{pmatrix}
\beta_0^j \\
\beta_1^j \\
\vdots \\
\beta_k^j
\end{pmatrix} = C_T \beta^j
\] (7)

and

\[
\begin{pmatrix}
\beta_{k-1}^j \\
\beta_{k-2}^j \\
\vdots \\
\beta_0^j
\end{pmatrix} = \begin{pmatrix}
b_{0,0}(z^e) & b_{0,1}(z^e) & \cdots & b_{0,k}(z^e) \\
b_{0,0}(z^e) & b_{1,1}(z^e) & \cdots & b_{1,k}(z^e) \\
\vdots & \vdots & \ddots & \vdots \\
b_{0,0}(z^e) & b_{k,1}(z^e) & \cdots & b_{k,k}(z^e)
\end{pmatrix} \begin{pmatrix}
\beta_{k-1}^j \\
\beta_{k-2}^j \\
\vdots \\
\beta_0^j
\end{pmatrix}
\]

\[
= C \begin{pmatrix}
\beta_{k-1}^j \\
\beta_{k-2}^j \\
\vdots \\
\beta_0^j
\end{pmatrix} = C_T \beta^j
\] (8)

The subdivision can be applied recursively to further improve the convex bound around the polynomial. The corresponding coefficients are computed by applying equations (7) and (8) to the left and right coefficient vectors. Defining \( C = (C_1, C_T) \) and \( I_z \) as the identity matrix of dimension \( z \times z \), the coefficients \( \beta^{ij}(w) = (\beta_{0}^{ij}(w), \ldots, \beta_{2k}^{ij}(w)) \) after \( w \) subdivisions can be obtained by:

\[
\beta^{ij}(w) = (C \otimes I_{2w-1}) \cdot (C \otimes I_{2w-1}) \cdot \ldots \cdot (C \otimes I_{2}) \cdot (C \otimes I_{1}) \cdot \beta^{ij}
\]

where \( \otimes \) denotes the Kronecker product. The number of inequalities needed for the implementation of this constraint is \( (k + 1) \cdot 2^{w+1} \cdot n^2 \). Thus, its use only makes sense if it decreases the problem size, i.e. for a number of subdivisions \( w \) such that \( (k + 1) \cdot 2^{w+1} \cdot n^2 \leq T \).

3.2.2. Problem formulation

The overall optimization problem to be solved for the estimation of the transition probability coefficients \( \beta^{ij} \) can be written as:

\[
\min_{\beta^{ij}} - \sum_{(i,j) \in \mathcal{S}} \log \left( \frac{1}{k+1} \sum_{\mu=0}^{k} \beta^{ij}_{\mu} \right) - \sum_{(i,j) \in \mathcal{S}_2} \log \left( \frac{1}{k+1} \sum_{\mu=0}^{k} \beta^{ij}_{\mu} \right)
\]

subject to \( \beta^{ij}_{0} = \beta^{ij}_{k} \quad \forall i,j = 0, \ldots, n \) (9)

\[
\beta^{ij}_{0} = 0.5 \left( \beta^{ij}_{1} + \beta^{ij}_{k-1} \right) \quad \forall i,j = 0, \ldots, n
\]

\[
\sum_{j} \beta^{ij}_{\mu} = 1 \quad \forall i = 0, \ldots, n; \forall \mu = 0, \ldots k
\]

\[
\beta^{ij}(w) \leq 1 \quad \forall i,j = 0, \ldots, n
\]

\[
0 \leq \beta^{ij}(w) \quad \forall i,j = 0, \ldots, n
\] (10)

(11)

(12)

(13)

(14)

where \( w \) is the number of subdivisions and \( k \) is the order of the Bernstein polynomials, which have to be specified. The objective function [9] is a combination of two negative log-likelihood functions to ensure the Markov process captures both the daily patterns and the long-term behavior of the original data. The optimization is performed with respect to several constraints: constraints (10) and (11) ensure \( C^0 \) - and \( C^1 \)-continuity at \( z = 0 \). The row-stochasticity of the transition matrix is ensured by constraint (12). The last two constraints (13) and (14) bound the transition probabilities between 0 and 1.

It is expected that the objective function decreases with the polynomial order and the number of subdivisions. The parameters of the Markov chain model \( \beta^{ij} \) are estimated by solving the optimization problem using a rigorous numerical solver. The model was formulated making use of the casadi computation framework [3] and the optimization was performed by IPOPT (Interior Point OPTimizer), a nonlinear interior-point solver [27], which ensures convergence to the global optimum in the case of convex optimization problems.

4. Application of the cyclic Markov process to wind turbine modeling

4.1. The data

The data for this study was obtained from a wind power turbine in a wind park located in a mountainous region in Portugal. The time series consists of a three-year period (2009–2011) of historical data gotten from the turbine data logger. The sampling time of 10 min leads to 144 samples each day. The dataset comprises three variables, wind power, speed and direction (nacelle orientation). The wind speed information was collected from the anemometer placed in the wind turbine hub. Due to confidentiality, wind power and speed data values are reported as a fraction of the rated power and the cut-out speed, respectively.
4.2. Markov process state definition

Discrete Markov models require the definition of the states when applied to continuous variables. This work proposes to characterize the wind turbine states using three different variables: wind power, speed and direction. As such, each state is defined by all the points inside a polyhedron in three-dimensional space.

Fig. 1 presents all data observations and the state partitions projected into: a) the wind direction and speed plane; and, b) the wind power and speed plane. As expected, the observations projected into the wind power and speed plane define the characteristic power curve of the wind turbine. It shows the three operational regions of a wind turbine: a) below the cut-in speed no power is produced; b) between cut-in and rated wind speed the power increases proportionally to the cube of wind speed; c) at wind speeds between the rated and the cut-out wind speed, the turbine control system limits the power output to a constant value.

In the wind direction and speed plane, data is widely scattered and shows the dominant wind patterns at the site. Three accumulation regions can be identified: one for low wind speeds, centered on 0.25, which is the mode of the wind speed, and two defining the dominant wind directions around 100° and 300°.

The data space is discretized unevenly to get a good resolution of the high-slope region of the power curve. In a previous work [13], this partition was used in a time-homogeneous Markov chain and proved to lead to an accurate representation of the original data. The wind direction and power are divided by an equally spaced grid leading to 12 (d₀, ... , d₁₁) and 20 (p₀, ..., p₁₉) classes, respectively. The wind speed is divided as follows: values below the cut-in speed define one class sp₀; between the cut-in and-rated wind speed discretization is narrowed by selecting 10 classes (sp₁, ..., sp₁₀); and between the rated and cut-out wind speed discretization is widened and 4 classes (sp₁₁, ..., sp₁₄) are defined. Datapoints with wind speed above the cut-out wind speed are discarded. The complete state set is constructed by listing all possible combinations of the classes of each variable. Due to physical constraints between the variables, most of the states are empty (Fig. 1(1)(l)) and can be discarded. This reduces the number of states from 3,840 to 778, for this turbine.

4.3. Additional transitions to promote a single communication class

The solution of the optimization problem described in Section 3 comprises a set of transition matrices Pr, re [0, ..., 143]. However, the constraints in the optimization problem definition do not force the matrix \( P = P₀ ... P₁₄₃ \) to be irreducible and thus the Markov process to have a single communication class. So, during data synthesis, the Markov process can get “trapped” within a communication class. To induce a single communication class in the Markov process, additional transition counts are introduced into the data. The goal is to add a small set of transitions to promote state connectivity without distorting the original data. Thus, the set is composed of transitions that connect neighboring states in the state space, since those are the ones most likely to occur.

For a state \( s_i = (p_i, sp_p, d_q) \), its neighborhood \( V \) is defined as

\[
V(s_i) := \left\{ \left( p_{i'}, sp_{p'}, d_{q'} \right) : \{ l - 1, l, l + 1 \}, pp' \times \{ p' - 1, p, p' + 1 \}, qq' \in \{ q - 1, q, q + 1 \} \right\}
\]

(15)

It should be noted that, unlike power and speed, direction is a circular variable, e.g. states \( d_0 \) and \( d_{11} \) are considered neighbors. If a neighbor state \( s_j \in V(s_i) \) is present in the dataset, a transition \((i, j)\) is added to the set of extra transitions \( S_e \). For this dataset, originally consisting of 150,601 transitions, 13,610 transitions are added.

The extra transitions must be considered to happen at an unknown time of the day. Thus, they can only be accounted for in the objective function term without time information, i.e. only in the time-variant part of the objective function. This directly affects the values for \( P^{uv} \) and, indirectly, the model parameters. Since the aim is to cause a minimal impact on the transition probabilities, the additional term is weighed by a factor \( \omega < 1 \) to directly control its influence. In this work it is fixed to 0.05. Thus, the following term is added to the objective function:

\[
-\omega \sum_{(i,j) \in S_e} \log(p_{ij}) = -\omega \sum_{(i,j) \in S_e} \log \left( \frac{1}{k+1} \sum_{\mu=0}^{k} d_{ij}^\mu \right)
\]

(16)

Although the use of the extra transition set does not ensure the time-variant Markov process to have a single communication class, results show a decrease of the number of communication classes from 13 to 1 in this dataset.

5. Simulation of wind power, speed and direction time series

To simulate wind power, speed and direction time series the method described by Sahin and Sen [22] is adapted to the cyclic time-variant Markov model as follows. First, the cumulative probability transition matrices \( P_{cum} \) with \( P_{cum}(i,j) = \sum_{k=0}^{\infty} P_{ij}(k) \) are computed. Then an initial state \( s_i \) is generated by uniformly selecting a random number \( \epsilon \) between zero and one. The corresponding state \( s_{new} = X_{\epsilon+1} \) is chosen such that the probability of reaching it from the current state \( s_i \) is bigger than \( \epsilon \), i.e. such that \( P_{cum}(i, new) \geq \epsilon \).

Fig. 1. Representation of all datapoints projected into the: a) wind direction and speed plane (left); and, b) wind power and speed plane (right). Each rectangle is the projection of a state polyhedron into the two planes. Overall, they define the final state partition for the three-dimensional variable space.
Based on this discrete state sequence, a real value for the wind power/speed/direction variables is generated by sampling each state partition uniformly.

6. Results and discussion

6.1. Daily patterns in the data

The wind power, speed and direction time series clearly show a daily time-dependent behavior.

Fig. 2 shows that, on average, the turbine does not produce power between 10 am and 3 pm. In this time interval, low wind speeds (0.1–0.25) are the most likely events. There are two dominant wind directions: around 100° and 300°. Moreover, they occur at specific times of the day; between 5 and 10 am, the wind typically blows from the 100° direction, the rest of the day from 300°.

To assess whether these two dominant directions might be due to summer/winter seasonality, the dataset was divided in two subsets, one covering the period from April to September and the other from October to March. The histogram analysis shows that both, summer and winter subset, have the same two dominant directions (figures not shown). Thus, it was concluded that the time-dependent pattern is not induced by this seasonality.

Fig. 2 bottom-right plot shows the p-values of the Kolmogorov–Smirnov test used to compare the wind speed distribution on the different times of the day.

6.2. Choice of polynomial order and number of subdivisions

The model introduced in Section 3.2 has two parameters that need to be defined: k, the order of the Bernstein polynomials used to model the transition probabilities; and w, the number of subdivisions used to tighten the convex hull that bounds the polynomials. To choose proper values for these parameters, different models were computed by varying \( k = 4.10 \) and \( w = 0 \ldots 3 \). For each model, synthetic data was generated following the procedure described in Section 5 and compared with the real dataset.

Fig. 3 shows bar plots comparing the different models using four criteria: the objective function value, the daily average Jensen–Shannon distance between original and synthesized wind direction data, the number of inequalities in the problem formulation and the CPU (central processing unit) time spent in IPOPT solving the optimization problem. The Jensen–Shannon distance is the square root of the Jensen–Shannon divergence \( d_{js} \), which, for two discrete probability distributions \( q_1 \) and \( q_2 \) is defined as:

\[
d_{js} = \frac{1}{2} \sum_i q_1(i) \cdot q_1(i) + \frac{1}{2} \sum_i q_2(i) \cdot q_2(i).
\]

Comparing the models using the objective function value (Fig. 3 top left) shows a decrease of the objective function as the model order and the number of subdivisions increase. It can be seen that the impact of the number of subdivisions is higher for models with higher polynomial order. Moreover, the first subdivision has the highest impact since it leads to the highest decrease of the objective function value. The daily average of the Jensen–Shannon distance (Fig. 3 top right) decreases with the polynomial order until sixth order. The same behavior can be observed for the number of subdivisions: until the sixth order, the Jensen–Shannon distance...
decreases with the number of subdivisions. The number of inequality constraints in the optimization problem as well as the number of CPU seconds spent in the solver show the expected behavior (Fig. 3 bottom). They increase linearly with the polynomial order and exponentially with the number of subdivisions. Based on these observations, a basis order of 6 with 2 subdivisions was chosen as the best trade-off between an accurate representation of the average daily patterns and computational costs.

6.3. Capturing long-term statistics

This section compares the main statistical properties derived from the original data with the ones derived from the data generated by the time-variant Markov model.

Fig. 4 compares the wind power (left), speed (middle) and direction (right) distribution of the original with the synthetic data generated using the Markov model. In general, the distributions are in close agreement. The wind power distribution is bimodal, with the modes located at the minimum and maximum power. It shows that the intermediary power levels are rather rare, for instance, the states corresponding to a power production between 0.4 and 0.9 have a low probability. The wind speed distribution follows the expected behavior, a single mode distribution with a long tail for the high wind speeds (Weibull distribution). The wind direction distribution is bimodal with the two modes at 100 and 300°, which are the prevailing wind directions at the turbine site (Fig. 2).

Fig. 5 shows two plots: on the left, the empirical 2D distribution of the wind power and direction computed from the data and, on the right, the same distribution computed using the data generated by the Markov model. Its comparison shows that the model captures the joint statistics for the wind power and direction from the data. It is possible to see the two dominant directions associated with high wind power production, namely the sectors from 100 to 120 and from 290 to 320°. Figs. 2 and 5 clearly

![Fig. 3. Bar plots comparing the objective function value (top left), the daily average Jensen–Shannon distance between original and synthesized data (top right), the number of inequalities in the problem formulation (bottom left) and the CPU time spent in IPOPT solving the optimization problem (bottom right) of the tested models.](image)

![Fig. 4. Comparison of the probability distribution of wind power (left), wind speed (middle) and wind direction (right) of the original with the synthesized data.](image)
demonstrate the capability of this Markov model to capture the combined characteristics of the wind power, speed and direction. The long-term behavior of the model is close to what is observed in the dataset.

6.4. Capturing time-dependent behavior

As shown in Section 6.1, the original data clearly exhibits a time-dependent behavior. To test, if the time-dependent Markov model
can capture it, synthetic data was generated and the histograms compared to the ones of the original data. Moreover, to obtain a \textquotedblleft regular\textquotedblright way of data synthesis with Markov models, data was also generated from the time-invariant Markov chain.

The comparison of Figs. 2 and 6(first column) shows, that the time-variant Markov model is capable of reproducing the time-variant behavior of the data. Fig. 6(second column) presents the results of using a time-invariant Markov chain model, i.e. by using constant transition probability functions. As expected, each variable statistic distribution remains constant during the daily cycle.

6.5. Time-dependent persistence of production

The time-dependent Markov model allows to compute the persistence of power-production depending on the time of the day. Fig. 7 shows the time-dependent persistence of power production for different power levels \( i \)-0.05\( \cdot \max \), for \( i = 1, \ldots, 19 \). The persistence analysis is presented for two power production levels: a) PUPP (persistence of useful power production) defined as above 0.15\( \cdot \max \) i.e. the power level corresponding to the wind speed mode at the turbine site; and, PHPP (persistence of high power production), i.e. above 0.7\( \cdot \max \). It can be seen, that the higher the power level, the lower the persistence. Moreover, for all power levels, persistence is minimal between 5 and 10 am. PHPP is fairly constant throughout the day (dark line), the maximal differences are between 10 and 30 min, whereas PUPP reaches a maximum at around 5 pm (white line).

Since the data shows two different dominant directions (Fig. 4), Fig. 8 presents the persistence of power production conditioned to each dominant direction, i.e. for the direction sectors from 90\( ^\circ \) to 180\( ^\circ \) and 270\( ^\circ \) to 360\( ^\circ \).

As expected, the persistence in both direction sectors is lower than the unconditioned persistence. For wind directions in the sector 90\( ^\circ \)–180\( ^\circ \), all levels of power production have a minimum persistence between 80 and 100 min at around 1 pm. Maximum persistence is around midnight varying between 220 min (PUPP) and 140 min (PHPP). It can be seen that for power levels below 50\% of maximum production the time of day dependency of persistence is very similar. For power levels above 50\% persistence decreases as power production increases. However, the persistence variability with the power level is rather low, for example, maximum persistence at a level of 75\% is almost 180 min whereas for a level above 0.05\% is 200 min.

For wind directions in the sector 270\( ^\circ \)–360\( ^\circ \), it shows that, for all power levels, the curves for both PUPP and PHPP are similar, i.e. their minima and maxima are located around the same time of the day. For instance, maximal persistence of production is reached at around midday. However, for this direction sector, the higher the power production level, the lower the persistence. For power production above 0.05\% of maximum power the persistence is 250 min, persistence of production above 75\% of maximum power is only 100 min.

Comparing with the other dominant direction, it can be seen, that they have very different persistence behavior. The maxima and minima are at different times of the day for every power level. The persistence increases as power production decreases, for all power levels in the case of the 270\( ^\circ \)–360\( ^\circ \) sector. For the 90\( ^\circ \)–180\( ^\circ \) sector it decreases only until 50\% of maximum power production. Below that, it remains approximately constant.

7. Conclusions

This paper presents an inhomogeneous Markov process to model wind power production. It is developed using states, which combine information about the wind speed, direction and power variables, using real data recorded by a wind turbine in Portugal. The joint partition of the three-dimensional variable space allows to decrease the number of the model states and, simultaneously, encodes the wind power curve into the Markov model. The transition probabilities are considered to be functions that depend on the time of the day and modeled as Bernstein polynomials. The estimation of the transition matrices is performed by solving a
constrained convex optimization problem. Its objective function combines two log-likelihood functions with the purpose to accurately represent both the long-term behavior and the daily fluctuations seen in the original data. To evaluate the statistical properties of the estimated Markov model, synthetic time series are generated and compared with the original data statistics. Results demonstrate that the proposed Markov model can reproduce the diurnal patterns in the data. Moreover it is demonstrated how the persistence of power production throughout the time of the day can be estimated from the Markov process transition matrices.
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5. A cyclic time dependent Markov process to model daily patterns in wind turbine power production
Chapter 6

Modeling and analysis of cyclic inhomogeneous Markov processes- a wind turbine case study

The previous chapter described a method to model wind power data as a cyclic time-inhomogeneous Markov process. This chapter revisits the idea of using the discrete Markov model as a data filter for the subsequent analysis in the Langevin framework. As already mentioned in chapter 4, this ensures Markovianity and also overcomes the problem of missing data points. Moreover, the commonly applied estimation procedures for drift and diffusion coefficients require stationarity of the data and are thus not capable of capturing daily variations in the original data, as they are often observed in wind energy production due to the solar cycle.

This chapter presents a method to estimate the drift and diffusion coefficients from the transition matrices computed with the Markov model introduced in Chapter 5. This allows to analyse the dynamical features of the underlying time-dependent stochastic process and monitor their changes throughout the day. The functionality of the method is shown by application to measurements of a wind turbine and comparison to previous findings.
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Abstract. A method is proposed to reconstruct a cyclic time-inhomogeneous Markov process from measured data. First, a time-inhomogeneous Markov model is fit to the data, taken here from measurements on a wind turbine. From the time-dependent transition matrices, the time-dependent Kramers-Moyal coefficients of the corresponding stochastic process are computed. Further applications of this method are discussed.
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1 Introduction

Many complex systems can be described, within a certain level of modelization, as stochastic processes. A general stochastic process can be characterized in the linear noise approximation through a Fokker-Planck equation, in continuous variables. For dealing with discrete variables in discrete time steps, often Markov Chains are the models of choice. Although in many cases both approaches converge in the limit of small time steps and increments of the stochastic variables, this correspondence is in general non-trivial[11]. In the Fokker-Planck picture, the so-called Kramers-Moyal (KM) coefficients provide a complete description of a given stochastic process[2]. In the past decades, numerical procedures have been established to estimate the KM coefficients from measured stochastic data, which are applicable for any stationary, i.e. time-homogeneous, Markov process. These methods require large sequences of data, but they are robust[1], have well-known errors and limitations[3], require little intervention and are typically parameter-free[1,5].

However, for non-stationary Markov processes, much fewer methods and results are available to our knowledge. In this case, estimations of the time-dependent KM coefficients can be obtained by two approaches: either the data from the inhomogeneous
process is split into shorter, homogeneous sequences, on which then an estimate of the KM coefficients can be performed through the aforementioned methods[13]. Or, if the inhomogeneous process is also cyclic, a parametrized time-dependent ansatz for the KM coefficients can be fit to the data[14]. Compared to the stationary processes, both approaches for the inhomogeneous case require a much higher level of pre-analysis, guesswork and iterative improvement.

In this paper, we present a method that allows to estimate the transition matrices of a time-inhomogeneous Markov model from data. As reported in a previous publication[6], this method provides results with a considerable level of accuracy. Under well-known limitations, the discrete Markov model corresponds to a continuous stochastic process in the form of a Fokker-Planck equation, which is completely characterized, in this case, through its time-dependent KM coefficients. From the transition matrices, we can immediately calculate these KM coefficients, and therefore characterize the dynamical features underlying the time-dependent stochastic process.

We apply this methodology to data from a turbine in a wind park, where measurements of the wind velocity and direction, and the electric power output of the turbine are taken in 10 minute intervals. The results presented from this analysis show the general applicability of our method and are in agreement with previous findings.

This paper is organized as follows. We start in Sec. 2 by introducing both the cyclic time-dependent Markov model and the procedure for extracting stochastic evolution equations directly from data series. In Sec. 3 we describe the data and in Sec. 4 we present the time-dependent functions that define the stochastic evolution of the state of the wind turbine. Section 5 concludes the paper.

2 Methodology

This section describes the methodology used for the data analysis. In Sec. 2.1 the cyclic inhomogeneous Markov model to represent the daily patterns in the data is described and in Sec. 2.2 we explain how stochastic evolution equations are derived directly from the Markov process transition matrices.

2.1 Modelling cyclic time-dependent Markov processes

The goal of this time-inhomogeneous Markov process is to get a model that accurately reproduces the long-term behavior while considering the daily patterns observed in the data. Thus, the proposed objective function combines two maximum likelihood estimators: the first term maximizes the likelihood of the cycle-average probability; and, the second term maximizes the likelihood of the time-dependent probability. The final optimization problem is transformed into a convex one using the negative logarithm of the objective function. This section gives a brief overview over the final optimization problem. A detailed description of the objective function, the parametrization of the time-variant probability functions, and the constraints that must be added to the optimization problem to ensure its Markov properties is provided in [6]. A discrete finite Markov process \( \{X_t \in S, t \geq 0\} \) is a stochastic process on a discrete finite state space \( S = \{s_1, \ldots, s_n\}, n \in \mathbb{N} \), whose future evolution depends only on its current state [8]. It can be fully described by the conditional probability \( P_r \{X_{t+1} = s_j \mid X_t = s_i\} \) of
the Markov process moving to state $s_j$ at time step $t+1$ given that it is in state $s_i$ at
time $t$. It is called the $t$-th step transition probability, denoted as $p_{i,j}(t)$.

Being time-dependent, the Markov process has associated transition probability
matrices $P_t$ that change with time. Considering $n$ possible states, the matrices $P_t$ have
dimension $n \times n$ with entries $[P_t]_{i,j} = p_{i,j}(t)$ for all $i, j = 1, \ldots, n$, satisfying
$p_{i,j}(t) \geq 0$ and $\sum_j p_{i,j}(t) = 1$.

Markov process is called cyclic with period $T \in \mathbb{R}$, if $T$ is the smallest number, such
that $p_{i,j}(mT + r) = p_{i,j}(r)$ for all $m \in \mathbb{N}$ and $0 \leq r < T$. See Ref. [9]. Since this
paper deals with discrete data, $T$ and $r$ can considered to be multiples of the time step
$\Delta t$ between successive data points and therefore integers. One can describe the cyclic
Markov process by $T$ transition matrices $P_r, r = 0, ..., T - 1$. The remainder of time
step $t$ modulo $T$ will be denoted as $r_t$ and consequently $r_t = r_{t-nT}$. We fix $T = 1$
day and use $\Delta t = 1$.

In this paper, the transition probabilities $p_{i,j}(z)$ are modeled by Bernstein poly-
nomials, namely

$$p_{i,j}(z) = \sum_{\mu=0}^{k} \beta_{i,j}^{\mu,k} b_{\mu,k}(z),$$  \hspace{1cm} (1)

where $z = r/T$ indicates the time of the day ($T = 1$ day), $b_{\mu,k}(z)$ is the $\mu$-th Bern-
stein basis polynomial of order $k$, and $\beta_{i,j}^{\mu,k} \in \mathbb{R}$. The choice of these polynomials has
several advantages properly described in [6].

To maximize the likelihood of the time-dependent transition probabilities given the
data, the objective function must consider the time of the day $z$ when the transition
happens. The corresponding term of the objective function is thus given by $\sum_{(i,j) \in \mathcal{S}_z} \log(p_{i,j}(z))$, where $\mathcal{S}_z$ is the set of observed transitions together with the
time $z$ when they happen. This estimator allows compute the intra-cycle transition
probability functions, and thus to represent the daily patterns present in the data.

A second term is added to this function, namely $\sum_{(i,j) \in \mathcal{S}} \log(p_{i,j}^{\text{avg}})$, where $\mathcal{S}$ is
the set of transitions observed in the data and $p_{i,j}^{\text{avg}}$ is the cycle-average (daily) probability
of transition from state $s_i$ to $s_j$. It is given by $p_{i,j}^{\text{avg}} = \frac{1}{k+1} \sum_{\mu=0}^{k} \beta_{i,j}^{\mu,k}$. This second term is the maximum likelihood estimator for the daily average probability and its ad-
tion to the objective function increases the consistency of the long-term behavior of the
Markov process with the data.

Using the resulting overall objective function the optimization problem to be solved
for the transition probability coefficients $\beta_{i,j}^{\mu,k}$ is translated into the minimization of

$$\mathcal{L} = -\sum_{(i,j) \in \mathcal{S}} \log\left(\frac{1}{k+1} \sum_{\mu=0}^{k} \beta_{i,j}^{\mu,k}\right) - \sum_{(i,j) \in \mathcal{S}} \log\left(\sum_{\mu=0}^{k} \beta_{i,j}^{\mu,k} b_{\mu,k}(z)\right)$$  \hspace{1cm} (2)

subject to

$$\sum_j \beta_{i,j}^{\mu,k} = 1$$  \hspace{1cm} (3a)

$$\beta_{0,j}^{i,j} = \frac{1}{2} (\beta_{1,j}^{i,j} + \beta_{k-1,j}^{i,j})$$  \hspace{1cm} (3b)

$$0 \leq \beta_{k,j}^{i,j} \leq 1$$  \hspace{1cm} (3c)
with \(i, j = 1, \ldots, n\) and \(\mu = 0, \ldots, k\), \(k\) being the order of the Bernstein polynomials. Constraint (3a) assures the row-stochasticity of the transition matrices, while the constraint (3b) imposes \(C^0\)- and \(C^1\)-continuity at \(z = 0\). Constraint (3c) bound the transition probabilities between 0 and 1. This constraint is derived using a property of the Bernstein polynomials to always lie in the convex hull defined by their control points \((\frac{\mu}{k}, \beta_\mu)\), \(\mu = 0, \ldots, k\). This convex hull bound can be tightened by subdivision using the de Casteljau algorithm, as described in [6].

2.2 Extracting the stochastic evolution equation

In this section we characterize general stochastic processes through a Fokker-Planck equation. We consider a \(N\)-dimensional stochastic process \(X = (X_1(t), \ldots, X_N(t))\) whose probability density function (PDF) \(f(X, t)\) evolves according to the Fokker-Planck equation (FPE) [2]

\[
\frac{\partial f(X, t)}{\partial t} = -\sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left[D_i^{(1)}(X)f(X, t)\right] + \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\partial^2}{\partial x_i \partial x_j} \left[D_{ij}^{(2)}(X)f(X, t)\right].
\]

(4)

The functions \(D_i^{(1)}\) and \(D_{ij}^{(2)}\) are the first and second Kramers-Moyal coefficients respectively, more commonly called the drift and diffusion coefficients. These coefficients provide a complete description of a given stochastic process and are defined as

\[
D^{(k)}(X) = \lim_{\Delta t \to 0} \frac{1}{\Delta t} M^{(k)}(X, \Delta t) / k!,
\]

(5)

where \(M^{(k)}\) are the first \((k = 1)\) and second \((k = 2)\) conditional moments. \(D^{(1)}\) is the drift vector and \(D^{(2)}\) the diffusion matrix.

If the underlying process is stationary and therefore both drift and diffusion coefficients do not explicitly depend on time \(t\), the conditional moments can be directly derived from the measured data as [1,5]:

\[
M_i^{(1)}(X, \Delta t) = \langle Y_i(t + \Delta t) - Y_i(t)|Y(t) = X\rangle
\]

\[
M_{ij}^{(2)}(X, \Delta t) = \langle (Y_i(t + \Delta t) - Y_i(t))(Y_j(t + \Delta t) - Y_j(t))|Y(t) = X\rangle,
\]

(6)

where \(Y(t) = (Y_1(t), \ldots, Y_N(t))\) exhibits the \(N\)-dimensional vector of measured variables at time \(t\) and \(\langle \cdot |Y(t) = X\rangle\) symbolizes a conditional averaging over the entire measurement period, where only measurements with \(Y(t) = X\) are taken into account. In practice binning or kernel based approaches with a certain threshold are applied in order to evaluate the condition \(Y(t) = X\). See e.g. Ref. [1] for details. If the process is non-stationary and time-inhomogeneous, we must consider an explicit time-dependence of the KM coefficients, which translates into time-dependent conditional moments that can be calculated using a short-time propagator[1]. In our case, this short-time propagator corresponds to the transition probabilities \(p_{i,j}(t)\), yielding for the conditional moments
\[
M^{(l)}(P_k, v_k, \theta_k, t + \Delta t) = \left(\frac{\sum_j p_{k,j}(t) (v_j - v_k)}{\sum_j p_{k,j}(t) (P_j - P_k)}\right) \cdot \left(\frac{\sum_j p_{k,j}(t) (\theta_j - \theta_k)}{\sum_j p_{k,j}(t) (v_j - v_k)}\right). \tag{7}
\]

3 Data: wind and power at one wind turbine

The data for this study was obtained from a wind power turbine in a wind park located in a mountainous region in Portugal. The time series consists of a three-year period (2009-2011) of historical data gotten from the turbine data logger. The sampling time of 10 minutes leads to 144 samples each day. The data-set comprises three variables, wind power, speed and direction (nacelle orientation). The wind speed information was collected from the anemometer placed in the wind turbine hub. Due to confidentiality, wind power and speed data values are reported as a fraction of the rated power and the cut-out speed, respectively.

For this Markov model, each state is defined by the values of all three variables, namely the wind speed, wind direction and power output. Figure 1 shows the data observations and the state partitions projected into the wind direction and speed plane (right) and the wind power and speed plane (left). As expected, the observations projected into the wind power and speed plane define the characteristic power curve of the wind turbine.

![Fig. 1. Representation of all data points projected into the: a) wind direction and speed plane (left); and, b) wind power and speed plane (right). Each rectangle is the projection of a state polyhedron into the two planes. Overall, they define the final state partition for the three-dimensional variable space.](image)

The data space is discretized unevenly to get a good resolution of the high-slope region of the power curve. In a previous work [7], this partition was used in a time-homogeneous Markov chain and proved to lead to an accurate representation of the original data. The wind direction and power are divided by an equally spaced grid leading to 12 and 20 classes, respectively. The wind speed is divided as follows: values below the cut-in speed define one class; between the cut-in and rated wind speed...
the discretization is narrowed by selecting 10 classes; and between the rated and cut-out wind speed discretization is widened and 4 classes are defined. Data points with wind speed above the cut-out wind speed are discarded. The complete state set is constructed by listing all possible combinations of the classes of each variable. Due to physical constraints between the variables, most of the states are empty and can are therefore discarded. This reduces the number of states from 3840 to 778, for this turbine.

To compare the model with the original data, wind power, speed and direction time series were simulated adapting the method described by Sahin and Sen [10] to the cyclic time-inhomogeneous Markov model as follows. First, we compute the cumulative probability transition matrices $P_{r}^{\text{cum}}$ with entries $[P_{r}^{\text{cum}}]_{i,j} = \sum_{j'=0}^{r} P_{i,j'}(r)$. Then an initial state $s_i$, i.e. $X_0 = s_i$, is randomly selected. A new datapoint $X_{t+1}$ is generated by uniformly selecting a random number $\epsilon$ between zero and one and choosing for $X_{t+1}$ the corresponding state $s_i'$ such that the probability of reaching it from the current state $s_i$ fullfils $[P_{r}^{\text{cum}}]_{i,i'} \geq \epsilon$. Based on this discrete state sequence, a real value for the wind power/speed/direction variables is generated by sampling each state partition uniformly.

Fig. 2. Two dimensional histograms of the synthetic time-series data, generated with the time-variant Markov model (left) and the original data (right): speed-time (top) and direction-time (bottom).
Fig. 3. Comparison of the probability distribution of wind power (left), wind speed (middle) and wind direction (right) of the original with the synthesized data.

Figures 3 and 2 compare the original data with the synthesized data and demonstrate that the model can capture the data’s daily patterns (fig. 2) as well as the long-term statistics (fig. 3).

4 The evolution of drift and diffusion in wind power output

With the procedure outlined in Sec. 2 and having the 144 transition matrices generated as described in Sec. 3 and 2.1, we can now reconstruct the time-dependent stochastic process by calculating the KM coefficients $D^{(1)}(X, t)$ at each time step $t = 1, \ldots, 144$. Although we obtain the KM coefficients as a function of all three stochastic variables, $[P, v, \theta]$, we here consider only their dependency on the velocity and power production, $X = [P, v]$, averaging over the contributions from $\theta$.

The results of this process are presented in Fig. 4, where the reconstructed KM coefficients are plotted for three time steps, namely at 6, 12 and 18 hours. The support of the coefficients is limited to the available data which follows the power curves in the $v$-$P$ plane. From the inspection of Figs. 4, changes in time seem not significative. This means, that even though both the Markov and the stochastic evolution model contain additional degrees of freedom due to their time-dependent formulation, they are capable of capturing the $v$-$P$-dependency, which is invariant. This is expected since the wind turbine operation characteristics should not change through the daily cycle. However, it can be seen in fig. 5 that the procedure is capable of detecting even subtle temporal changes in the transition matrix, which lead to strong daily changes in the KM coefficients.

For all plotted times, the drift coefficients $D^{(1)}$ indicate a restoring force towards the power curve, in accordance with previous results[12]. The diffusion coefficients—only the diagonal components are shown here—show an order of magnitude weaker diffusion in the velocity than in the power, where the latter shows a strong component for diffusion in the $P-$ direction for the high slope region of the power curve. These results again are consistent with our previous analysis of a time-homogeneous model [12]. Remarkably, the out-of the $v, P-$ plane diffusion of the direction component $D^{(2)}_{\theta \theta}$ is strongest for both very high and very low velocities, and for intermediate velocities off the power curve.
Fig. 4. The first (top two rows) and second (bottom three rows) Kramers-Moyal coefficients for various times (left: 6 hours, middle: 12 hours, right: 18 hours).
Next, we present a closer inspection of the time-dependence of both drift and diffusion, by considering their temporal evolution at a specific point, namely at \((v, P) = (0.34, 0.53)\), which is close to the center of the power curve. Apparently, our method creates smooth curves for the temporal evolution. This is expected since, as a consequence of the parametrization of the Markov model, it can be shown that the conditional moments used to derive the Drift and Diffusion coefficients also can be expressed by Bernstein polynomials in time. Most strikingly, it can be seen that the temporal evolution of both the drift and diffusion coefficient is decoupled between the components. Furthermore, for the same component the evolution of the diffusion coefficient seems to be delayed with respect to the drift. The dominant component is always the power production \(P\), whose drift changes from a positive maximum at 6 h to a negative minimum at 17 h, i.e. the restoring force oscillates from a tendency to higher \(P\) values in the morning to a tendency to lower \(P\) values in the evening.

It should be noted that the chosen point \((v, P)\) is not necessarily characteristic of the wind field or of the turbine’s power production. Other points along the power curve, specifically for low velocities and near the rated wind speed are either more frequent or more characteristic, and their analysis should give increased insight into the temporal evolution of wind speed and power production.

5 Conclusions

We have shown in this paper how a time-dependent multi-dimensional stochastic process can be reconstructed from experimental data. Our method provides results in terms of the time-dependent transition matrix of a Markov model, from which the time-dependent Kramers-Moyal coefficients for a corresponding continuous process can be calculated. Application of this method to data from a turbine in a wind park gives results consistent with a previous time-independent method, and adds surprising new insight into the temporal dynamics of the wind field and the machine power production. Preliminary results have shown that the dependence with time observed in Fig. 5 changes depending which region of the power curve we choose. A more systematic study for the full power-velocity range will be carried out in an extended study.
Future research will also address the question of applicability of our method to more general cases, dealing also with the reliability and relative errors of this approach.

The aforementioned equivalence of the transition Matrix and the KM coefficients is valid if two requirements are fulfilled. First, the transition amplitudes need to have Gaussian shape, which corresponds to the existence of Gaussian noise in the stochastic process. The validity of this assumption has been checked previously for a similar system and can be reasonably assumed in this case. Secondly, the binning of the stochastic variables for determining the Markov process transition matrix must be small enough[11]. We will investigate the validity of this assumption and the corresponding errors in a forthcoming publication.
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Chapter 7

Parameter free resolution of the superposition of stochastic signals

The previous chapters illustrated the application of the Langevin method to data from wind energy production. Several common challenges in the modeling of measurement data were addressed, such as ensuring stationarity and Markovianity of the data, overcoming difficulties arising from missing data points and short time-series and also dealing with the usually available 10-minute average data. Yet another challenge when dealing with real world data are the measurements themselves. Often, the available time-series are subject to noise that is associated to the measurement devices, which spoils the data by hiding the underlying stochastic process. When the Langevin method is applied to this spoiled data, the estimated moments are also spoiled which in return yields distorted drift and diffusion coefficients that cannot grasp the dynamics of the underlying process. To illustrate this, for the example discussed in this chapter, the first three joint (top) and noisy moments (bottom) are shown in figure 7.1.

Figure 7.1: Zeroth (left), first (middle) and second (right) empirical (top) and noisy joint moments (bottom) of the example presented in the following of this chapter.

This chapter presents a method to compute the drift and diffusion coefficients in the presence of measurement noise\(^a\). This has already been done by other authors using a different ansatz, namely assuming a certain functional form of the Langevin parameters. The method described in this paper is parameter-free and extracts all coefficients directly from the data.

\(^a\)The corresponding paper is under submission.
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A B S T R A C T

This paper presents a direct method to obtain the deterministic and stochastic contribution of the sum of two independent stochastic processes, one of which is an Ornstein–Uhlenbeck process and the other a general (non-linear) Langevin process. The method is able to distinguish between the stochastic processes, retrieving their corresponding stochastic evolution equations. This framework is based on a recent approach for the analysis of multidimensional Langevin-type stochastic processes in the presence of strong measurement (or observational) noise, which is here extended to impose neither constraints nor parameters and extract all coefficients directly from the empirical data sets. Using synthetic data, it is shown that the method yields satisfactory results.
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1. Introduction and motivation

An important topic in the analysis of time-series of complex dynamical systems is the extraction of the underlying process dynamics. Often it is possible to reveal the deterministic and stochastic contributions of the underlying stochastic process using the Itô–Langevin equation, a stochastic equation that describes the evolution of a stochastic variable. The deterministic and stochastic contributions are given by the so-called drift and diffusion coefficients, which can be directly derived from data via joint moments [4]. This approach has been applied successfully to several areas [5], for example the description of turbulence [4,17], the analysis of climate data [10], financial data [16], biological systems [19] and wind energy production [15,13].

However, typically the time-series to be analyzed is subject to noise, which is associated to the measurement devices or other sources. This so-called measurement noise, also known as observational noise, is not involved in the dynamics of the original signal. Nevertheless it spoils the data series by hiding the underlying stochastic process. In this case, the joint moments are not accessible but only their “noisy” analogues. Several approaches have been published to overcome this challenge. The authors of Refs. [3] and [9] introduced a method that allows the estimation of the drift and diffusion coefficients in the presence of strong, delta-correlated Gaussian measurement noise. An alternative approach was presented by Lehle [7] that can deal with strong, exponentially correlated Gaussian noise in one dimension, which was extended to be applicable to multidimensional time-series [8]. This approach is the basis of the method presented in this paper. Here, instead of using a parameterized form of the coefficients defining the stochastic processes, the method extracts all coefficients directly from the data.

In a more general framework, the paper presents a method which allows to distinguish between two superposed signals, i.e. extract their respective evolution equations, if one of them is an Ornstein–Uhlenbeck process. Specifically, the method serves to extract the measurement noise parameters as well as the drift and diffusion coefficients describing the stochastic process from the original data, which henceforth are called “noisy” data. This allows to separate the two stochastic signals: the measurement noise, described by an Ornstein–Uhlenbeck process, and the underlying general Langevin process. The method can be applied to a set of N coupled stochastic variables superposed with a set of N sources of correlated measurement noise and the code is accessible by request to the authors.
The paper is structured as follows. The theoretical background of the Langevin analysis of stochastic processes and the extraction of the coefficients from data is briefly summarized in Sec. 2. Section 3 gives an overview of the method to obtain those coefficients in the presence of measurement noise. Subsequently, the two main challenges in the method are presented: a) the solution of a nonlinear equation system to obtain measurement noise parameters, which is described in Sec. 4, and b) the solution of a system of convolution equations to estimate the joint moments of the underlying stochastic process, which is described in Sec. 5. The results of application to a synthetic data set are shown in Sec. 6, demonstrating the accuracy of the presented approach as well as its limits. Section 7 discusses possible applications of the method and concludes the paper.

2. A general model for noisy stochastic processes

The evolution of a stochastic variable can be described by the Itô–Langevin equation, a stochastic equation defined by a deterministic contribution (drift) and fluctuations from possible stochastic sources (diffusion). For the general case of a N-dimensional stochastic process \( X(t) \) the equation is given by:

\[
\frac{dX(t)}{dt} = D^{(1)}(X)dt + \sqrt{D^{(2)}(X)}dW(t),
\]

where \( dW \) denotes a vector of increments of independent Wiener processes with \( \langle dW_i \rangle = 0 \) and \( \langle dW_i, dW_j \rangle = \delta_{ij} dt \) \( \forall i, j = 1, \ldots, N \), where \( \delta_{ij} \) denotes the average and \( \delta_{ij} \) the Kronecker delta. Functions \( D^{(1)}(X) \) and \( D^{(2)}(X) \) are the Kramers–Moyal coefficients of the corresponding Fokker–Planck equation that describes the evolution of the conditional probability density function. In the case the distribution of initial conditions is known one can derive the evolution equation of the joint probability density function \( f(X, t) \) of the stochastic variables \( X \). It is given by:

\[
\frac{\partial f(X, t)}{\partial t} = - \sum_{i=1}^{N} \frac{\partial}{\partial x_i} \left[ D^{(1)}_{ii}(X) f(X, t) \right]
+ \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{\partial^2}{\partial x_i \partial x_j} \left[ D^{(2)}_{ij}(X) f(X, t) \right].
\]

The Kramers–Moyal coefficients, also called the drift \( D^{(1)}(X) \) and diffusion \( D^{(2)}(X) \) coefficients, can be directly derived from measurements [5]. However, here we consider that each measured stochastic variable is the sum of two independent stochastic processes \( X \) and \( Y \):

\[
X(t) = X(t) + Y(t).
\]

Since such a situation can be regarded as having a set of \( N \) stochastic signals \( X(t) \) spoiled by a set of \( N \) sources of measurement noise \( Y(t) \), we call the variables \( X(t) \) a \( N \)-dimensional noisy stochastic process. Fig. 1 shows a specific example of such superposition of stochastic processes that will be addressed below in detail, plotting the first component of \( X \) and \( Y \). We assume the measurement noise \( Y(t) \) to be described by an Ornstein–Uhlenbeck process in \( N \) dimensions:

\[
\frac{dy(t)}{dt} = -Ay(t)dt + \sqrt{B}dW(t),
\]

where \( A \) and \( B \) are \( N \times N \) matrices, \( B \) is symmetric positive semi-definite and the eigenvalues of \( A \) have a positive real part. Thus, the \( N \)-dimensional noisy stochastic process \( X \) is modeled by Eqs. (3) and (4) together. Note that here and throughout the paper \( X \) denotes the accessible values of any of the involved stochastic processes \( X(t), X'(t) \) or \( Y(t) \).

![Fig. 1. Illustration of a stochastic process \( X(t) \) (top), governed by a nonlinear Langevin equation (Eq. (1)), a correlated measurement noise \( Y(t) \) (middle), governed by an Ornstein-Uhlenbeck process (Eq. (4)) and the superposition of both processes \( \Phi(t) = X(t) + Y(t) \) (bottom).](http://dx.doi.org/10.1016/j.physleta.2016.09.057)
Here, the elements $Q_{ij}(\tau)$ define the $N \times N$-matrix
\[
    Q(\tau) = Q(k\Delta t) = (\text{Id} - M(k\Delta t))V, \tag{10}
\]
with $\text{Id}$ the identity matrix. $V$ is the covariance matrix and $M = M(\Delta t)$ the matrix of decaying correlation functions of the measurement noise. Both are related to the measurement noise parameters $A$ and $B$ (see Eq. (4)) through
\[
    M(k\Delta t) = e^{-Ak\Delta t}, \tag{11a}
\]
\[
    V = \int_0^\infty e^{-A\tau} B e^{A^T\tau} ds, \tag{11b}
\]
where $A^T$ denotes the transpose of matrix $A$. Throughout the paper, $\tau$ refers to the time-lag, also expressed as a multiple of the discretization time-step $\Delta t$, i.e. $\tau = k\Delta t$ for some integer $k$.

Solving Eqs. (5) is done in three steps. In a first step, the noisy probability density function $\rho(\mathbf{x}, \mathbf{x}', \tau)$ as well as the zeroth moment $m^{(0)}(\mathbf{x})$, first $m^{(1)}(\mathbf{x}, \tau)$ and second $m^{(2)}(\mathbf{x}, \tau)$ noisy joint moments are extracted from the data.

In a second step, using the first noisy joint moments $m^{(1)}(\mathbf{x}, \tau)$ (Eq. (5b)) the noise source is characterized by deriving its parameter matrices $A$ and $B$ through the solution of a nonlinear equation system. Its construction and solution are presented in Sec. 4.

In a third step, using the obtained noise parameters as well as the noisy moments, Eqs. (5) can be solved, as fully described in Sec. 5. After this three-step procedure, the drift and diffusion coefficients are computed from the joint moments $m^{(0)}(\mathbf{x}), m^{(1)}(\mathbf{x}, \tau)$ and $m^{(2)}(\mathbf{x}, \tau)$ as
\[
    D^{(1)}_i(\mathbf{x}) = \lim_{\tau \to 0} \frac{1}{\tau} m^{(1)}_{i}(\mathbf{x}, \tau), \tag{12a}
\]
\[
    D^{(2)}_{ij}(\mathbf{x}) = \lim_{\tau \to 0} \frac{1}{\tau} m^{(2)}_{ij}(\mathbf{x}, \tau), \tag{12b}
\]
for $i, j = 1, \ldots, N$.

4. Extracting the measurement noise parameter matrices

The measurement noise parameters $A$ and $B$ (see Eq. (4)) can be obtained by solving a nonlinear equation system. Here, a solution is approximated in the least square sense by solving an optimization problem, which is formulated making use of the symbolic framework for algorithmic differentiation and numeric optimization CasADi [2]. The optimization is performed by a nonlinear interior-point solver called Ipopt [18]. The extensive discussion of the optimization problem, i.e. its objective function and constraints is the subject of this section.

---
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4.1. The equation system

To compute the two matrices A and B defining the measurement noise (see Eq. (4)) consider Eq. (5b). Multiplication with \( x_j \) and integration over \( x \) yields

\[
\int m_1^{(1)}(x, \tau) x_j d\mathbf{x} = \int x_j \rho_1(x) m_1^{(1)}(x, \tau) d\mathbf{x} + \int x_j H_1(x, B, m^{(0)}(x)) d\mathbf{x},
\]

where \( i, j = 1, \ldots, N \).

The integral on the left hand-side of Eq. (13) can be directly computed from the data. The first integral on the right hand-side is a function of \( \tau = k\Delta t \) alone and can thus be approximated by a polynomial in \( \tau \):

\[
\int x_j \rho_1(x) m_1^{(1)}(x, \tau) d\mathbf{x} = \sum_{v=1}^{v_{\text{max}}} \sum_{i=1}^{k_{\text{max}}} \beta_{ij}^{(v)}(k\Delta t)^v.
\]

The second integral is given by (see Appendix B and Eq. 10)

\[
\int x_j H_1(x, B, m^{(0)}(x)) d\mathbf{x} = -\sum_{i=1}^{N} (\delta_{ij} - (M(k\Delta t))_{ij}) V_{ij} = -Q_{ij}(\tau),
\]

where \( k \in \mathcal{K} \subset \mathbb{N} \), the set of time increments with cardinality \( k_{\text{max}} \) used for the estimation of the noisy moments from the data.

The unknowns of Eq. (13) are the coefficients \( \beta_{ij}^{(v)} \), auxiliary \( N \times N \)-matrices, the matrix \( \mathbf{M} = \mathbf{M}(\Delta t) \), from which \( \mathbf{A} \) can be derived as the matrix logarithm of \( \mathbf{M} \) (Eq. (11a)), and the covariance matrix \( \mathbf{V} \) of the measurement noise, from which \( \mathbf{B} \) can be obtained through (see Appendix C)

\[
\mathbf{B} = \mathbf{V}^T + \mathbf{A}.
\]

4.2. The objective function

To obtain a numerical estimation of the measurement noise parameters, Eqs. (13) is solved in the least square sense and the summed squares of the differences between its left and right hand sides is minimized. This objective function is formulated making use of a lifting approach [1], i.e. additional variables \( \Omega^{(k)} \), \( k \in \mathcal{K} \), and therefore additional degrees of freedom are introduced.

Using the notation \( \mathbf{M} = \mathbf{M}(\Delta t) \) and Eq. (11a) the formulation of the objective function \( F \) is given by

\[
F = \sum_{i=1}^{N} \sum_{j=1}^{N} \left( Z_{ij}(k\Delta t) - \sum_{v=1}^{v_{\text{max}}} \sum_{i=1}^{k_{\text{max}}} \beta_{ij}^{(v)}(k\Delta t)^v - V_{ij} \right)^2 + \sum_{i=1}^{N} \sum_{l=1}^{k_{\text{max}}} \Omega_{ij}^{(l)} V_{ij},
\]

where \( Z_{ij}(k\Delta t) = Z_{ij}(\tau) \) is the left-hand side of Eq. (13), which can be computed directly from the data sets, and the \( k_{\text{max}} \) constraints

\[
\Omega^{(1)} - \mathbf{M} = 0
\]

\[
\Omega^{(k_{\text{max}}+1)} - \Omega^{(k_{\text{max}})} \mathbf{M}^{k_{\text{max}}-k_{i}} = 0,
\]

where \( l = 1, \ldots, k_{\text{max}} - 1 \), are added to the optimization problem. For sets \( \mathcal{K} \) of consecutive integers, i.e. \( \mathcal{K} = \{1, \ldots, k_{\text{max}}\} \), this formulation eliminates the powers of \( \mathbf{M} \). For sets \( \mathcal{K} = \{\kappa, \ldots, \kappa_{\text{max}}\}, \kappa \in \mathbb{N} \), the powers of \( \mathbf{M} \) can also be eliminated by minimizing the objective function subject to constraint (18b) for \( \mathbf{M} = \mathbf{M}^\kappa \) and subsequently computing the \( \kappa \)-th root of \( \mathbf{M} \) using the Eigenvalue decomposition. Note that an optimal solution \( \mathbf{M}^\kappa \) of Eq. (13) subject to Eq. (18b) might have negative or complex Eigenvalues. In this case it is necessary to choose a different set of time-steps \( \mathcal{K} \) and/or a different polynomial order \( v_{\text{max}} \) and repeat the computations.

4.3. Constraints

The minimization of the objective function \( F \) has to be performed with respect to constraints that ensure that \( \mathbf{V} \) is symmetric and positive definite and \( \mathbf{M} \) is stable. The constraint ensuring symmetry and positive definiteness of the matrix \( \mathbf{V} \) is formulated employing the Cholesky decomposition, which is a decomposition based on a \( N \times N \)-lower triangular matrix with strictly positive diagonal entries. For positive definite matrices the Cholesky decomposition is unique and therefore, symmetry and positive definiteness of \( \mathbf{V} \) can be imposed by

\[
\mathbf{V} = \mathbf{L}_V \mathbf{L}_V^T,
\]

where, using an exponential Ansatz, \( \mathbf{L}_V \) is given as a lower triangular matrix with positive diagonal elements by

\[
\mathbf{L}_V(i, j) = \begin{cases} 0 & \text{if } j > i \\ e^{v_{ij}} & \text{if } j = i \\ v_{ij} & \text{if } j < i, \end{cases}
\]

with \( v_{ij} \in \mathbb{R} \).

The matrix \( M(k\Delta t) \) is exponentially decaying with \( k \) [Eq. (11a)], which holds if and only if \( \mathbf{M} \) is stable, i.e. all its eigenvalues \( \lambda_i \) are in the unit circle of the complex plane, \( |\lambda_i| < 1, \forall i = 1, \ldots, N \). A theorem from stability theory [12] states that if there are two symmetric positive definite matrices \( \mathbf{U} \) and \( \mathbf{C} \) satisfying

\[
\mathbf{U} - \mathbf{M}^T \mathbf{U} = \mathbf{C},
\]

then the matrix \( \mathbf{M} \) is stable. Therefore, for \( \mathbf{M} \) to be stable, \( \mathbf{U} - \mathbf{M}^T \mathbf{U} \) needs to be symmetric positive definite. Using the Schur complement [21] yields

\[
\begin{pmatrix} \mathbf{U} & \mathbf{M}^T \mathbf{U} \\ \mathbf{UM} & \mathbf{U} \end{pmatrix} = \begin{pmatrix} \mathbf{L}_U & 0 \\ \mathbf{L}_U^T & \mathbf{E} \end{pmatrix} \begin{pmatrix} \mathbf{E}^T & \mathbf{0} \\ \mathbf{0} & \mathbf{L}_C \end{pmatrix},
\]

where \( \mathbf{L}_U, \mathbf{L}_C \) are lower \( N \times N \)-triangular matrices with positive diagonal elements and \( \mathbf{E} \) is a full-rank \( N \times N \)-matrix. Equation (23) leads to additional constraints, namely:

\[
\mathbf{U} = \mathbf{L}_U \mathbf{L}_U^T,
\]

\[
\mathbf{M}^T \mathbf{U} = \mathbf{L}_U \mathbf{E}^T,
\]

\[
\mathbf{U} = \mathbf{E}^T \mathbf{L}_C^T + \mathbf{L}_C \mathbf{L}_C^T,
\]

where

\[
\mathbf{L}_C(i, j) = \begin{cases} 0 & \text{if } j > i, \\ e^{v_{ij}} & \text{if } j = i, \\ c_{ij} & \text{if } j < i, \end{cases}
\]

\[
\mathbf{L}_U(i, j) = \begin{cases} 0 & \text{if } j > i, \\ e^{v_{ij}} & \text{if } j = i, \\ u_{ij} & \text{if } j < i, \end{cases}
\]

with \( c_{ij}, u_{ij} \in \mathbb{R} \).
Thus, the full optimization problem is given by the minimization of $F$ (see Eq. (17)) subject to Eqs. (18b), (19) and (24).

5. Obtaining the joint moments

The previous section describes the numerical solution of Eqs. (13), which is needed to obtain the conditional moments $m^{(i)}(x)$, $m^{(1)}(x, \tau)$ and $m^{(2)}(x, \tau)$. Namely, from the matrices $M$ and $V$ the functions $H^{(i)}(A, B, m^{(i)}(x))$ and $H^{(2)}(A, B, m^{(i)}(x), m^{(2)}(x, \tau))$ are computed and introduced to Eqs. (5). Solving this equation system yields the measurement noise-free joint moments $m^{(0)}(x)$, $m^{(1)}(x, \tau)$ and $m^{(2)}(x, \tau)$. Again, this is done in the least square sense and the formulation of the corresponding optimization problems is presented in this section.

5.1. The objective functions

Equations (5) are solved sequentially one by one and for each component separately in the least square sense. Therefore, for $i, j = 1, \ldots, N$, the objective functions are given by

$$F^{(0)} = \sum_x \left| m^{(0)}(x) - \rho(x) * m^{(0)}(x) \right|^2,$$  \hspace{1cm} (27a)

$$F^{(1)}_i = \sum_x \left| m^{(1)}(x, \tau) - \rho_y(x) * m^{(1)}(x, \tau) - \sum_{l=1}^N Q_{il} \partial \frac{m^{(0)}(x) \partial}{\partial x} \right|^2,$$  \hspace{1cm} (27b)

$$F^{(2)}_{ij} = \sum_x \left| m^{(2)}(x, \tau) - \rho_y(x) * m^{(2)}(x, \tau) - \sum_{q=1}^N Q_{qj} \partial \frac{m^{(1)}(x, \tau) \partial}{\partial x} \right|^2 + \sum_{l=1}^N \sum_{q=1}^N Q_{il} Q_{jq} \partial \frac{m^{(0)}(x) \partial}{\partial x} \right|^2.$$  \hspace{1cm} (27c)

5.2. Regularization

Equations (5) are multidimensional integral equations of the convolution type, which are known to be ill-posed [20] and to deal with this, the mathematical technique of regularization has been employed.

The idea behind it is to introduce additional information in order to solve the problem, here, a restriction for smoothness of the moments was chosen to compensate numerical fluctuations that occur due to binning.

Therefore, a weighted penalty term given by

$$p^{(0)} = \sum_{i=1}^N \sum_{l=1}^N \left( \frac{\partial m^{(0)}(x) \partial}{\partial x} \right)^2,$$  \hspace{1cm} (28a)

$$p^{(1)}_i(\tau) = \sum_{i=1}^N \sum_{l=1}^N \left( \frac{\partial m^{(1)}(x, \tau) \partial}{\partial x} \right)^2,$$  \hspace{1cm} (28b)

$$p^{(2)}_{ij}(\tau) = \sum_{i=1}^N \sum_{l=1}^N \left( \frac{\partial m^{(2)}(x, \tau) \partial}{\partial x} \right)^2,$$  \hspace{1cm} (28c)

is added to the corresponding objective function.

The weight $\alpha^{(0)}_i, \alpha^{(1)}_i, \alpha^{(2)}_{ij}$ with $i, j = 1, \ldots, N$, strongly influences the outcome of the optimization problem and therefore it is crucial to select an appropriate weight. The strategy employed in this paper is described in the following.

The zeroth joint moment $m^{(0)}(x)$ is known to be constant in $\tau$ and all components of the first and second joint moments, $m^{(1)}(x, \tau)$ and $m^{(2)}(x, \tau)$ respectively, are known to be linear in $\tau$ [7,5]. Approximations of each of the joint moments $m^{(0)}(x, \alpha^{(0)}), m^{(1)}(x, \tau, \alpha^{(1)}), \text{and} m^{(2)}(x, \tau, \alpha^{(2)})$ are computed for some time increments $\tau = k \Delta t$ with $k \in \mathbb{K}$ and several weights $\alpha^{(0)}, \alpha^{(1)}, \alpha^{(2)} \in \mathcal{A} = [\alpha_{\min}, \ldots, \alpha_{\max}]$. For each penalty weight a linear fit is performed on the numerical solutions in $\tau$, for each $x$ yielding a straight line $g(x, \alpha, \tau) = a(x, \alpha) + b(x, \alpha) \tau$ for $\alpha \in [\alpha^{(0)}, \alpha^{(1)}, \alpha^{(2)}]$.

Since the zeroth joint moment $m^{(0)}(x)$ is constant, the corresponding slopes $b(x, \alpha^{(0)})$ should vanish for the appropriate penalty weight. Therefore, to choose the weight for the approximation of the zeroth moment the sum of the absolute values of the slopes over all $x$ is computed as

$$s^{(0)}(\alpha^{(0)}) = \sum_x b(x, \alpha^{(0)}) \right|.$$  \hspace{1cm} (29)

For the first and second moment that are linear in $\tau$, the squared residuals are computed, weighted with the absolute value of the corresponding slope and summed up over all $x$: $s^{(1)}(\alpha^{(1)}), s^{(2)}(\alpha^{(2)})$.

Choosing the appropriate weight for the penalty term is a trade-off between minimizing the summed slopes (zeroth joint moment) and the weighted residuals (first and second joint moment) of the linear fit and minimizing the difference of left and right hand side of Eqs. (5), which increases after a threshold weight for each of the joint moments: Since an increasing penalty weight leads to flatter moments, both the summed slopes and the summed residuals decrease with increasing weight. If the penalty weight is too large, the penalty term outweighs the corresponding objective function term $F^{(0)}, F^{(1)}$ and $F^{(2)}$. As a consequence, the resulting approximated joint moment does not resemble the empirical joint moment. Therefore, to pick an appropriate weight for the estimation of $m^{(0)}(x)$, the sum of $F^{(0)}$ and $s^{(0)}(\alpha^{(0)})$ is minimized. Typically, for the first and second joint moments, the sum of the weighted residuals $r^{(1)}(x, \alpha^{(1)}), r^{(2)}(x, \alpha^{(2)}), \text{and}$ the objective function terms $F^{(1)}, F^{(2)}$ are not of the same order of magnitude. Therefore, they are normalized by their maximum value and the offset in $F^{(1)}, F^{(2)}$ is removed. The appropriate weight is given by the one corresponding to the minimum of the sum of the objective function with the residual.

5.3. The final optimization problems

Since $m^{(0)}(x)$ is a probability density function (defined in analogy to its noisy counterpart (see Eq. (5a)), its integral over the full range of $x$-values equals one. Therefore, the constraint
\[ \int m(x) \, dx_1 \ldots dx_N = 1 \]  

is added to the optimization problem for the estimation of \( m(x) \). The full optimization problem is therefore given by the minimization of \( F(x) + \alpha(x)p(x) \), subject to Eq. (31) with positive real \( \alpha(x) \).

For the first and second moments no additional constraints are imposed and the final optimization problems are simply given by the minimization of \( F_{ij}^{(1)} + \alpha_{ij}^{(1)} p_{ij}^{(1)} \) and \( F_{ij}^{(0)} + \alpha_{ij}^{(2)} p_{ij}^{(2)} \) with positive real \( \alpha_{ij}^{(1)} \) and \( \alpha_{ij}^{(2)} \) and \( i, j = 1, \ldots, N \).

6. An illustrative example

The previous two sections describe how to obtain the measurement noise parameters \( A \) and \( B \) as well as the joint moments \( m_i(x) \) and \( m^2(x, \tau) \). To demonstrate that this framework yields correct results it is tested on two-dimensional synthetic data, which is described in this section. Moreover, the results of solving Eqs. (13) and (5) for this example are presented and discussed.

6.1. The data

Two time-series, each comprising 10⁶ data points are generated: \( X(t) \), the stochastic process and \( Y(t) \), the measurement noise. Together they yield the noisy stochastic process \( X'(t) \) (see Eq. (3)). The time-step between consecutive datapoints is \( \Delta t = 0.005 \) in arbitrary units.

The time-series of the stochastic process \( X(t) \) is obtained by stochastic integration of Eq. (1), where, with \( x = (x_1, x_2) \):

\[
D^{(1)}(x) = \begin{pmatrix} x_1 - x_1 x_2 \\ x_1^2 - x_2 \end{pmatrix}
\]

\[
D^{(2)}(x) = \begin{pmatrix} 0.5 & 0 \\ 0 & 0.5(1 + x_1^2) \end{pmatrix}
\]

The time-series of the measurement noise \( Y \) is obtained by stochastic integration of Eq. (4), where:

\[
A = \begin{pmatrix} 200 & -200 \\ 200 & 200 \end{pmatrix}, \quad B = \begin{pmatrix} 75 & -425 \\ -425 & 125 \end{pmatrix}.
\]

From \( A \) and \( B \), the values of the correlation matrix \( M \) and the covariance matrix \( V \) are computed as

\[
M = \begin{pmatrix} e^{-1} & e^{-1} \\ e^{-2} & e^{-4} \end{pmatrix}, \quad V = \begin{pmatrix} 5 & -3 \\ -5 & 3 \end{pmatrix}.
\]

see Eqs. (11a) and (11b). To illustrate the time-series, Fig. 1 shows \( X(t) \) (top), \( Y(t) \) (middle) and \( X'(t) \) (bottom) for 1000 time-steps.

The ratio \( \sigma_{\text{noise}} / \sigma_{\text{process}} \) between the standard deviation of the measurement noise \( \sigma_{\text{noise}} \) and the standard deviation of the stochastic process \( \sigma_{\text{process}} \) is approximately 0.4 for the first and 0.5 for the second component. For the estimation of the noisy moments \( m^{(0)}(x) \), \( m^{(1)}(x, \tau) \) and \( m^{(2)}(x, \tau) \) time-steps \( \tau = k\Delta t \) with \( k = 1, 2, 3, 4, 5, 10, 20, 30, 40, 50 \) were chosen.

6.2. Measurement noise parameters

Equation system (13) depends on the number of time-steps \( k \) included into the system and the degree \( v_{\text{max}} \) of the polynomial in \( P \). A determined or overdetermined system is obtained when \( v_{\text{max}} \leq k_{\text{max}} - 2 \). Therefore, to choose an appropriate \( v_{\text{max}} \) for a set \( K \) of time-steps \( k \), the system is solved for different values of \( v_{\text{max}} \) up to \( k_{\text{max}} - 2 \) and the values corresponding to the minimal error are chosen. To quantify the error, the 2-norm, \( D_M \) and \( D_V \) respectively, between the eigenvalues of \( M \) and \( V \) and their approximations is used. To apply the method described in Sec. 4, two sets of time-steps involving different time-scales were used, \( K_N = \{ 1, 2, 3, 4, 5 \} \) and \( K_2 = 5K_1 \). The results are presented in Table 1. Table 1 shows that the best approximation is obtained for \( K_2 \) and \( v_{\text{max}} = 2 \). For both sets \( K_1 \) and \( K_2 \) the worst results are obtained for \( v_{\text{max}} = 3 \). However, for all other cases the optimization yields good results, showing that the method is robust with regard to the time scale of \( K \).

Fig. 3 shows the eigenvalues of the matrices \( M \) and \( V \) computed by the optimization (with \( K_2 = 2 \) and \( v_{\text{max}} = 2 \)) plotted against their analogue values. The bisectrix is plotted in blue, indicating perfect agreement between simulation and reconstructed values.

6.3. Joint moments

As an example, this section demonstrates the application of the algorithm to \( m^{(0)}(0), m^{(1)}(1) \) and \( m^{(2)}(2) \).

To approximate the components of the joint moments, the procedure to select an appropriate penalty weight for the optimization laid out in Sec. 5 was carried out for \( k \in \{ 1, 2, 3, 4, 5, 10, 20, 30, 40, 50 \} \) and \( z^{(0)}, z^{(1)}, z^{(2)} \) in \( [0.001, 0.005, 0.01, 0.05, 0.1, 0.5, 1, 1.5, 2, 2.5, 3, 3.5, 4, 4.5, 5] \). Fig. 4 shows that a penalty weight of \( z^{(0)} = 0.01 \) and \( z^{(1)} = 0.05 \) should be selected. For the second moment, the curves show a similar behavior as for the first moment and a weight of \( z^{(2)} = 0.1 \) is the appropriate choice (data not shown). To verify that the suggested measures lead to good values of the penalty weights, for each weight the squared sum of the differences between the estimated and the empirical joint moment \( MSE^{(0)} \) and \( MSE^{(1)} \) is computed. Results show, that the
penalty weights selected with the method introduced above are a good choice, see insets Fig. 4.

The results of the optimization with the penalty weights determined as described above are shown in Fig. 5. The estimates are smooth and fit well the original data, even in some of its small details.

From the approximated joint moments, using Eqs. (12), the drift and diffusion coefficients were estimated. Fig. 6 presents the estimated (top) and analytical (bottom) first component of the drift coefficient for $x_1$-values between −5 and 4 and $x_2$-values between −2 and 5. Furthermore, the first component of the diffusion coefficient whose analytical value is constant 0.5 in all discretization bins was computed. Good results were obtained, however, as for the drift coefficient, the values on the margins were worse due to insufficient data in the corresponding bins (data not shown). Thus, the presented method provides satisfactory results for the drift- and diffusion-coefficients of time-series data spoiled with strong measurement noise.

6.4. Limits of the method

The previous section demonstrates that the presented method is able to extract good numerical estimations of the joint moments from a given stochastic process subject to measurement noise, see Fig. 5. To test the limits of this approach, several measurement noise time-series with different statistical properties were created. The two properties tested here are the variation of a) the standard deviation and b) the time scale of the measurement noise. The proposed method was applied to the generated data and the results are presented and discussed in this section.

The covariance matrix $\mathbf{V}$ of a stationary, two-dimensional Ornstein–Uhlenbeck process $Y(t)$, described by Eq. (4), is given by

Fig. 4. Illustration of the figures indicating the penalty weight: sum of $F^{(0)}$ and $F^{(0)}(\alpha^{(0)})$ (left) and $F^{(1)}(x, \tau, \alpha^{(1)})$ and $F^{(1)}$ (right) for the approximations $m^{(0)}(x, \alpha^{(0)})$ (left) and $m^{(1)}(x, \tau, \alpha^{(1)})$ (right) in dependence of the penalty weight. The inset shows the difference of the estimated and empirical zeroth and first joint moment. For the second moments $m^{(2)}_{ij}$ results similar to $m^{(1)}$ are obtained.

Fig. 5. Zeroth (left), first (middle) and second (right) empirical (top) and estimated joint moments (bottom) with penalty weights 0.01 for the zeroth moment, 0.05 for the first moment and 0.1 for the second joint moment.
Table 2

<table>
<thead>
<tr>
<th>( \theta/\gamma )</th>
<th>( MSE^{(0)}(\theta, \gamma) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>( 1.55 \times 10^{-4} )</td>
</tr>
<tr>
<td>1.0</td>
<td>( 1.63 \times 10^{-4} )</td>
</tr>
<tr>
<td>2.0</td>
<td>( 1.78 \times 10^{-4} )</td>
</tr>
</tbody>
</table>

where \( \bar{A} = (A - Tr(A)I) \) and \( Tr(A) \) denotes the trace of \( A \) [6].

To generate time-series that vary in standard-deviation, not in time-scale, it suffices to scale the matrix \( B \) and keep the matrix \( A \) unchanged. To vary the time-scale, but not the standard-deviation, it is necessary to scale both matrices \( A \) and \( B \) with the same factor.

For this analysis, four additional time-series \( Y_{(\gamma, \theta)}(t) \) were created, where the measurement noise parameters \( (A, B) \) were scaled with factors \( \gamma \) and \( \theta \), respectively. The tested scaling factors were \( (1, 0.5) \) to investigate the effects of a lower and \( (1, 2) \) for a higher standard-deviation than the example presented in Sec. 6. To test the limit of the presented method in terms of time-scale, new measurement noise data was generated using scaling factors of \( (0.5, 0.5) \) and \( (2, 2) \) to yield a slower and a faster process than the Sec. 6 example data, respectively. The generated measurement noise time-series were then added to the stochastic process and the proposed method applied the resulting noisy data.

Table 2 presents the summed square differences between the approximated and empirical zeroth joint moment \( MSE^{(0)} \) in terms of variance and time-scale. As expected, the error of approximation increases with increasing standard-deviation of the noise process. However, even for a ratio \( \frac{\sigma_{noise}}{\sigma_{true}} \) of 0.75 in the first component and 0.96 in the second, i.e. fluctuations in the measurement noise that are almost as big as the ones in the underlying stochastic process, satisfactory results can be obtained.

In terms of time-scale, a slower measurement noise process yields better results. For the noisy process on a faster time-scale than the example of Sec. 6, no results are presented, since the approximation of the time-correlation matrix \( M \) through Eqs. (13) was unsuccessful, likely in this case the fast process could not be captured with the sampling time \( \Delta t \). A more detailed discussion of the relation between the time-scale of the stochastic processes and the success of the approach is provided by Lehole [8].

7. Conclusions

In conclusion, this paper investigated the possibility to infer the underlying stochastic process and the properties of measurement noise from a \( N \)-dimensional measured time-series. The presented approach is based on only three assumptions: a) that the process can be modeled as an Ornstein–Uhlenbeck process, b) that it operates on a faster time-scale than the stochastic process it superimposes and, c) that the two processes are independent.

Moreover, it is parameter-free and thus can be applied to any Markovian multiplicative Gaussian white noise process. Application to synthetic data shows, that the presented method works for a wide range of amplitude ratios of the stochastic processes and the measurement noise. In addition, the reconstruction succeeds with high accuracy for different time-scales of the measurement noise process. The algorithm requires solely a standard PC without special software environment and solves the inversion problem within the order of minutes.

In general, our method can be taken for denoising of measurement sets of stochastic variables subjected to strong measurement noise. As discussed in the introduction, the ability was previously introduced in simpler scenarios and here we solved the problem without parameter tuning and assuming measurement noise sources with correlations in time.

The computational implementation of our method can now be applied to sets of empirical data. The are appealing applications with geophysical data, namely using pressure series defining spatio-temporal patterns in large-scale oscillations in atmospheric masses [10], e.g. El Niño Southern Oscillation or the North Atlantic Oscillation. Here measurement noise was previously detected [3]. Other important applications intersect the field of medicine and biophysics, namely investigating the coupling of different EEG signals taken from different points on the scalp, which introduces considerable amounts of measurement noise in the data [14]. In a forthcoming investigation, we intend to apply this method to data sets of lift and drag measurements taken from a blade in a wind tunnel, considering different angles of attack [11].
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Appendix A. Relation between the joint moments and their noisy analogues

The calculations leading to Eqs. (5) are given in this appendix as an expanded version of the derivation by [8]. For notational simplicity the following abbreviation for the multivariate normal probability density function is used:

\[
G(x, \mu, \Sigma) = \frac{1}{\sqrt{(2\pi)^N|\Sigma|}} e^{-\frac{1}{2}(x-\mu)^T \Sigma^{-1}(x-\mu)}
\]  

(A.1)

where \( \mu \in \mathbb{R}^N \) is the mean of the distribution and \( \Sigma \in \mathbb{R}^{N\times N} \) is the covariance matrix of the variable \( X \). Thus, the one and two point probability density functions of the measurement noise \( Y \) can be written as

\[
\rho_Y(x) = G(x, 0, V)
\]  

(A.2a)

\[
\rho_Y(x, x', \tau) = G(x, 0, V)G(x', M(\tau)x, C),
\]  

(A.2b)

where \( C = V - M(\tau)VM(\tau)^T \).

In analogy to Eq. (5) the conditional moments of the measurement noise free process are defined as

\[
m^{(0)}_i(x) = \int \rho(x, x', \tau) dx',
\]  

(A.3a)

\[
m^{(1)}_i(x, \tau) = \int (x'_i(t + \tau) - x_i(t)) \rho(x, x', \tau) dx',
\]  

(A.3b)

\[
m^{(2)}_{ij}(x, \tau) = \int (x'_i(t + \tau) - x_i(t))(x'_j(t + \tau) - x_j(t)) \rho(x, x', \tau) dx'.
\]  

(A.3c)

The assumption that the measurement noise and the underlying stochastic process are independent yields \( \rho^*(x, x', \tau) = \rho(x, x', \tau) + \rho_Y(x, x', \tau) \). Using this relation, as well as Eqs. (A.2) and the notation \( dx = dx_1 \ldots dx_N \), the derivation of Eq. (5a) reads:

\[
m^{(1)}(x, \tau) = \int \rho^*(x, x', \tau) dx'
\]  

\[
= \int \int \int \rho(x, z', \tau) \rho_Y(x - z, x' - z', \tau) dz'dx'dz
\]  

\[
= \int \int \int \rho(z, z', \tau) G(z, 0, V)G(x - z, \tau, M(\tau)x, C) dz'dz
\]  

\[
\times (x - z), C) dz'dx'
\]  

\[
= \int \int \rho(z, z', \tau) G(z, x, V)G(x', \tau, z', C) dz'dx'
\]  

\[
+ M(\tau)(x - z), C) dz'dx',
\]

where in the last step the variables \( x \) and \( z \) have been shifted by \( x' \) and \( z' \) respectively. Thus,

\[
m^{(0)}(x) = \int G(x, z, V) \int \rho(z, z', \tau)
\]  

\[
\times \int G(x', z' + M(\tau)(x - z), C) dx'dz'dz
\]

\[
= \int G(x, z, V) \int \rho(z, z', \tau) dz'dz
\]

\[
= \int G(x, z, V)m^{(0)}(z) dz
\]

\[
= G(x, 0, V) \ast m^{(0)}(z) = \rho_Y(x) \ast m^{(0)}(x),
\]  

(A.4)

using \( m^{(0)}(x, \tau) = \int G(x', z' + M(\tau)(x - z), C) dz' = 1 \) and Eq. (A.3a). With the same abbreviations as above, the derivation of Eq. (5b) is similar:

\[
m^{(1)}_i(x, \tau) = \int (x'_i - x_i) \rho^*(x, x', \tau) dx'
\]

\[
= \int \int \int (x'_i(t + \tau) - x_i(t)) \rho(x, z', \tau) \rho_Y(x - z, x' - z', \tau) dz'dx'dz
\]

\[
= \int \int \int (x'_i - x_i) \rho(x, z', \tau) G(x, z, V)G(x', \tau, z')
\]  

\[
+ M(\tau)(x - z), C) dz'dx'dz
\]

\[
= \int \int \int (x'_i - x_i) \rho(x, z', \tau) \int G(x, z, V) \int \rho(z, z', \tau) (x'_i - x_i) G(x', \tau, z')
\]  

\[
+ M(\tau)(x - z), C) dx'dz + M(\tau)(x - z), C) dx'dz
\]

\[
= \int G(x, z, V) \int \rho(z, z', \tau) \int \rho(z, z', \tau) G(x', \tau, z') + M(\tau)(x - z), C) dx'dz
\]

\[
= \int G(x, z, V) \int \rho(z, z', \tau) \int \rho(z, z', \tau) (z'_i - z_i + z_i - x_i
\]

\[
+ \sum_{l=1}^{N} M_{ii}(\tau)(x_i - z_i)) dx'dz
\]

\[
= \int G(x, z, V) \int (z'_i - z_i) \rho(z, z', \tau) dx'
\]

\[
= \int G(x, z, V) \int (z'_i - z_i) \rho(z, z', \tau) dx'
\]

Where again a variable shift and \( J_N G(x', z' + M(\tau)(x - z), C) dz' = 1 \) was used. Noting that \( J_N G(x', z' + M(\tau)(x - z), C) dz' \) is the \( i \)-th component of the mean value of the Gaussian function it follows that

\[
m^{(1)}_i(x, \tau) = \int G(x, z, V) \int \rho(z, z', \tau)
\]  

\[
\times (z'_i + \sum_{l=1}^{N} M_{ii}(\tau)(x_i - z_i) - x_i) dx'dz
\]

\[
= \int G(x, z, V) \int \rho(z, z', \tau) (z'_i - z_i + z_i - x_i
\]

\[
+ \sum_{l=1}^{N} M_{ii}(\tau)(x_i - z_i)) dx'dz
\]

\[
= \int G(x, z, V) \int (z'_i - z_i) \rho(z, z', \tau) dx'
\]

\[
= \int G(x, z, V) \int (z'_i - z_i) \rho(z, z', \tau) dx'
\]

Please cite this article in press as: T. Scholz et al., Parameter-free resolution of the superposition of stochastic signals, Phys. Lett. A [2016], http://dx.doi.org/10.1016/j.physleta.2016.09.057
\[ + \int_{\mathbf{z}'} \left( z_i - x_i + \sum_{l=1}^{N} M_{il}(\tau)(x_l - z_l) \right) \rho(\mathbf{z}', \tau) d\mathbf{z}' \]  
\[ = \int_{\mathbf{z}} G(\mathbf{x}, \mathbf{z}, \mathbf{V}) \left( m_i^{(1)}(\mathbf{z}, \tau) + \left( z_i - x_i + M_{il}(\tau)(x_l - z_l) \right) \right) \int_{\mathbf{z}'} \rho(\mathbf{z}', \tau) d\mathbf{z}' d\mathbf{z} \]  
\[ + \sum_{l \neq i} M_{il}(\tau)(x_l - z_l) \int_{\mathbf{z}'} \rho(\mathbf{z}', \tau) d\mathbf{z}' d\mathbf{z} \]  
\[ = \int_{\mathbf{z}} G(\mathbf{x}, \mathbf{z}, \mathbf{V}) \left( m_i^{(1)}(\mathbf{z}, \tau) \right) \int_{\mathbf{z}'} \rho(\mathbf{z}', \tau) d\mathbf{z}' d\mathbf{z} \]  
\[ - \sum_{l=1}^{N} (\delta_{il} - M_{il})(x_l - z_l)m_i^{(0)}(\mathbf{z}) d\mathbf{z} \]  
\[ = \int_{\mathbf{z}} G(\mathbf{x}, \mathbf{z}, \mathbf{V}) \int_{\mathbf{z}'} \rho(\mathbf{z}', \tau) d\mathbf{z}' d\mathbf{z} \]  
\[ - \sum_{l=1}^{N} (\delta_{il} - M_{il})(x_l - z_l)G(\mathbf{x}, \mathbf{z}, \mathbf{V})m_i^{(0)}(\mathbf{z}) d\mathbf{z} \]  
\[ = G(\mathbf{x}, 0, \mathbf{V}) + m_i^{(1)}(\mathbf{x}, \tau) \]  

Equation (5c) is obtained as follows:

[Equation omitted for brevity]

The integral over \( \mathbf{x}' \) reads

\[ \int_{\mathbf{x}} (x_i' - x_i)(x_j' - x_j)G(\mathbf{x}', \mathbf{z} + M(\tau)(\mathbf{x} - \mathbf{z}), \mathbf{C})d\mathbf{x}' \]  
\[ = \int_{\mathbf{x}} x_i'x_j'G(\mathbf{x}', \mathbf{z} + M(\tau)(\mathbf{x} - \mathbf{z}), \mathbf{C})d\mathbf{x}' \]  
\[ - x_j \int_{\mathbf{x}} x_i'G(\mathbf{x}', \mathbf{z} + M(\tau)(\mathbf{x} - \mathbf{z}), \mathbf{C})d\mathbf{x}' \]  
\[ - x_i \int_{\mathbf{x}} x_j'G(\mathbf{x}', \mathbf{z} + M(\tau)(\mathbf{x} - \mathbf{z}), \mathbf{C})d\mathbf{x}' \]  
\[ + x_i x_j \int_{\mathbf{x}} G(\mathbf{x}', \mathbf{z} + M(\tau)(\mathbf{x} - \mathbf{z}), \mathbf{C})d\mathbf{x}' \]  

where once again the relations \( \int_{\mathbf{z}} G(\mathbf{x}', \mathbf{z} + M(\tau)(\mathbf{x} - \mathbf{z}), \mathbf{C}) = 1 \)
and \( \int_{\mathbf{z}} x_i'G(\mathbf{x}', \mathbf{z} + M(\tau)(\mathbf{x} - \mathbf{z}), \mathbf{C}) = 1 \) were used. Using the variable transformation \( u = \mathbf{x}' - \mathbf{z}' - M(\tau)(\mathbf{x} - \mathbf{z}) \), the remaining integral over \( \mathbf{x}' \) can be written as

\[ \int_{\mathbf{x}} x_i'x_j'G(\mathbf{x}', \mathbf{z} + M(\tau)(\mathbf{x} - \mathbf{z}), \mathbf{C})d\mathbf{x}' \]  
\[ = \int_{\mathbf{u}} \left( u_i + z_i' + \sum_{q=1}^{N} M_{iq}(x_q - z_q) \right) \rho(\mathbf{u}, 0, \mathbf{C}) d\mathbf{u} \]
\[ = \int u_jG(u, 0, C)du + \left( z_j' + \sum_{i=1}^{N} M_{ij}(x_i - z_i) \right) \]
\[ \times \int u_jG(u, 0, C)du \]
\[ + \left( z_j' + \sum_{i=1}^{N} M_{ij}(x_i - z_i) \right) \int u_jG(u, 0, C)du \]
\[ + \left( z_j' + \sum_{i=1}^{N} M_{ij}(x_i - z_i) \right) \left( z_j' + \sum_{i=1}^{N} M_{ij}(x_i - z_i) \right) \]
\[ \times \int G(u, 0, C)du \]
\[ = \left[ \frac{\rho(z, z', \tau)dx}{z} \right] C_{ij} + \left[ \frac{\rho(z, z', \tau)dx}{z} \right] \]
\[ + \left( z_j' - z_j + z_i - x_i + \sum_{i=1}^{N} M_{ij}(x_i - z_i) \right) \]
\[ \times \left( z_j' - z_j + z_i - x_i + \sum_{i=1}^{N} M_{ij}(x_i - z_i) \right) \]
\[ \times \left( z_j' - z_j + z_i - x_i + \sum_{i=1}^{N} M_{ij}(x_i - z_i) \right) \]

where the first two moments of the Gauss function \[ f_x f_y G(x, 0, \Sigma) dx dy = \Sigma_y \] and \[ f_x f_y G(x, 0, \Sigma) dx = 0 \] were substituted. Thus, Eq. (A.8) can now be formulated as

\[ \int (X'_i - x_i)(X'_j - x_j)G(x', z' + M(z)(x - z), C)dx' \]
\[ = \int (X'_i - x_i)(X'_j - x_j)G(x', z' + M(z)(x - z), C)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ + \int (z_i' - z_i)(z_j' - z_j)\rho(z, z', \tau)dx' \]
\[ + \int (z_j' - z_j)(z_i' - x_i + \sum_{i=1}^{N} M_{ij}(x_i - z_i)) \rho(z, z', \tau)dx' \]
\[ + \int (z_j' - z_j)(z_i' - x_i + \sum_{i=1}^{N} M_{ij}(x_i - z_i)) \rho(z, z', \tau)dx' \]
\[ + \int (z_i' - z_i)(z_j' - x_j + \sum_{i=1}^{N} M_{ij}(x_i - z_i)) \rho(z, z', \tau)dx' \]
\[ + \int (z_i' - z_i)(z_j' - x_j + \sum_{i=1}^{N} M_{ij}(x_i - z_i)) \rho(z, z', \tau)dx' \]

where the definition of the conditional moments (see Eqs. (A.3a), (A.3b) and (A.3c)) were inserted. The definition of the convolution and the relation \[ f_x f_y G(x, 0, \Sigma) \] yield

\[ m_{ij}^{(2)}(x, \tau) \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
\[ = \int \rho(z, z', \tau)dx' \]
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\[
\begin{align*}
&+ \left( \sum_{q=1}^{N} \sum_{k=1}^{N} (\delta_{j q} - M_{j q}) V_{q k} \left( \frac{\partial}{\partial x_k} G(x, \mathbf{0}, \mathbf{V}) \right) \right) * m^{(1)}(x, \tau) \\
&+ \left( \sum_{l=1}^{N} \sum_{k=1}^{N} (\delta_{j l} - M_{j l}) V_{l k} \left( \frac{\partial}{\partial x_k} G(x, \mathbf{0}, \mathbf{V}) \right) \right) * m^{(1)}(x, \tau) \\
&+ \left( \sum_{l=1}^{N} \sum_{q=1}^{N} \sum_{k=1}^{N} (\delta_{l q} - M_{l q}) V_{l q} \left( \frac{\partial}{\partial x_k} G(x, \mathbf{0}, \mathbf{V}) \right) \right) * m^{(1)}(x, \tau) \\
&\times \left( \frac{\partial}{\partial x_k} G(x, \mathbf{0}, \mathbf{V}) \right) * m^{(0)}(x), \tag{A.9} \end{align*}
\]

where the derivations of the Gauss functions \( x_j G(x, \mathbf{0}, \Sigma) = -\sum_{k=1}^{N} \Sigma_{k j} \Sigma_{j k} \) and \( x_j x_k G(x, \mathbf{0}, \Sigma) = \sum_{k=1}^{N} \sum_{m=1}^{N} \Sigma_{k j} \Sigma_{j m} \) were used as well as the following auxiliary calculation

\[
\begin{align*}
N \sum_{l=1}^{N} \sum_{q=1}^{N} (\delta_{j l} - M_{j l}) (\delta_{j q} - M_{j q}) V_{l q} + C_{ij} \\
&= \sum_{l=1}^{N} \sum_{q=1}^{N} (\delta_{j l} - M_{j l}) (\delta_{j q} - M_{j q}) V_{l q} + V_{ij} \\
&- \sum_{l=1}^{N} M_{j l} \left( \sum_{q=1}^{N} V_{l q} M_{j q}^T \right) \\
&= V_{ij} - \sum_{l=1}^{N} M_{j l} V_{ij} - \sum_{q=1}^{N} V_{l q} M_{j q} + \sum_{l=1}^{N} \sum_{q=1}^{N} M_{l q} V_{l q} M_{j q} + V_{ij} \\
&- \sum_{l=1}^{N} M_{j l} V_{l q} M_{j q} \\
&= V_{ij} - \sum_{l=1}^{N} M_{j l} V_{ij} - \sum_{q=1}^{N} V_{l q} M_{j q} + V_{ij} \\
&= \sum_{q=1}^{N} (\delta_{j q} - M_{j q}) V_{l q} + \sum_{l=1}^{N} (\delta_{l q} - M_{l q}) V_{l q}.
\end{align*}
\]

Finally, with the definition of \( \mathbf{Q}(\tau) \) in Eq. (10) and Eqs. (5a), (5b) follows

\[
m_{ij}^{(2)}(x, \tau) = G(x, \mathbf{0}, \mathbf{V}) * m_{ij}^{(2)}(x, \tau) + (Q_{ij}(\tau) + Q_{ji}(\tau)) G(x, \mathbf{0}, \mathbf{V}) * m^{(0)}(x) \]

\[
+ \sum_{k=1}^{N} Q_{jk} \frac{\partial}{\partial x_k} G(x, \mathbf{0}, \mathbf{V}) * m^{(1)}(x, \tau) \]

\[
+ \sum_{k=1}^{N} Q_{ik} \frac{\partial}{\partial x_k} G(x, \mathbf{0}, \mathbf{V}) * m^{(1)}(x, \tau) \]

\[
+ \sum_{k=1}^{N} \sum_{m=1}^{N} Q_{jm} Q_{ik} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_m} G(x, \mathbf{0}, \mathbf{V}) \times m^{(0)}(x) \]

\[
= G(x, \mathbf{0}, \mathbf{V}) * m_{ij}^{(2)}(x, \tau) + (Q_{ij}(\tau) + Q_{ji}(\tau)) m^{(0)}(x) \]

\[
+ \sum_{k=1}^{N} Q_{jk} \frac{\partial}{\partial x_k} G(x, \mathbf{0}, \mathbf{V}) * m_{ij}^{(1)}(x, \tau) \]

\[
+ \sum_{k=1}^{N} Q_{ik} \frac{\partial}{\partial x_k} G(x, \mathbf{0}, \mathbf{V}) * m_{ij}^{(1)}(x, \tau) \]

\[
+ \sum_{k=1}^{N} \sum_{m=1}^{N} Q_{jm} Q_{ik} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_m} m^{(0)}(x) \]

\[
= \rho_{ij}(x) \times m_{ij}^{(2)}(x, \tau) + (Q_{ij}(\tau) + Q_{ji}(\tau)) m^{(0)}(x) \]

\[
+ \sum_{k=1}^{N} Q_{jk} \frac{\partial}{\partial x_k} m_{ij}^{(1)}(x, \tau) - \sum_{k=1}^{N} \sum_{m=1}^{N} Q_{jm} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_m} m^{(0)}(x) \]

\[
+ \sum_{k=1}^{N} \sum_{m=1}^{N} Q_{jm} Q_{ik} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_m} m^{(0)}(x) \]

\[
\rho_{ij}(x) \times m_{ij}^{(2)}(x, \tau) + (Q_{ij}(\tau) + Q_{ji}(\tau)) m^{(0)}(x) \]

\[
+ \sum_{k=1}^{N} Q_{jk} \frac{\partial}{\partial x_k} m_{ij}^{(1)}(x, \tau) - \sum_{k=1}^{N} \sum_{m=1}^{N} Q_{jm} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_m} m^{(0)}(x) \]

\[
+ \sum_{k=1}^{N} \sum_{m=1}^{N} Q_{jm} Q_{ik} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_m} m^{(0)}(x) \]

\[
= \rho_{ij}(x) \times m_{ij}^{(2)}(x, \tau) + (Q_{ij}(\tau) + Q_{ji}(\tau)) m^{(0)}(x) \]

\[
+ \sum_{k=1}^{N} Q_{jk} \frac{\partial}{\partial x_k} m_{ij}^{(1)}(x, \tau) - \sum_{k=1}^{N} \sum_{m=1}^{N} Q_{jm} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_m} m^{(0)}(x) \]

\[
+ \sum_{k=1}^{N} \sum_{m=1}^{N} Q_{jm} Q_{ik} \frac{\partial}{\partial x_k} \frac{\partial}{\partial x_m} m^{(0)}(x) \].
\]
Appendix C. Computation of parameter matrix B from covariance matrix V

The measurement noise parameter B can be obtained from Eq. (11) through integration by parts:

\[
V = \int_{0}^{\infty} e^{-A_t} B e^{-A_s} ds \\
= - \left[ e^{-A_t} B e^{-A_s} (A_t^{-1}) - 1 \right]_{0}^{\infty} - \int_{0}^{\infty} A e^{-A_t} B e^{-A_s} (A_t^{-1}) ds \\
= - \lim_{s \to \infty} \left[ e^{-A_t} B e^{-A_s} (A_t^{-1}) - 1 \right] + B(A_t^{-1})^{-1} \\
- \left[ A \int_{0}^{\infty} e^{-A_t} B e^{-A_s} ds (A_t^{-1})^{-1} \right] \\
= B(A_t^{-1})^{-1} - AV(A_t^{-1})^{-1}
\] (C.1)
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Chapter 8

Principal wind turbines for a conditional portfolio approach to wind farms

One of the main motivations of applying stochastic methods to wind energy production data as shown in the previous chapters is its fluctuating nature. This intermittency raises several issues, for example considering bidding on the liberalized electricity market or reserve commitment. This chapter explores, how data measured in a wind park can be used to quantify the risk associated to wind power production, which can then, in turn be used to devise bidding or reserve commitment strategies. The method introduced in this chapter proposes a conditional risk-return approach to incorporate knowledge of the wind field into the measure. The main challenge here is the volume of the data collected from all turbines in a wind park. For this reason, a principal component analysis is performed on wind speed and direction data and based on that, a wind park “state” is derived. The proposed measure is based on the risk and return conditioned to this state of the wind park a.

---

a Equation (7) in this paper reads

\[ S^{(q)}(t) = \frac{\sum_{i=1}^{q} \left| \lambda_i \sum_{j=1}^{N_W} \sum_{k=1}^{N_T} \omega_k V_j (t - \tau_k) \right|}{\sum_{i=1}^{q} |\lambda_i|}, \]

where \( l = (i - 1)N_W + j \).
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Abstract. We introduce a measure for estimating the best risk-return relation of power production in wind farms within a given time-lag, conditioned to the velocity field. The velocity field is represented by a scalar that weighs the influence of the velocity at each wind turbine at present and previous time-steps for the present “state” of the wind field. The scalar measure introduced is a linear combination of the few turbines, that most influence the overall power production. This quantity is then used as the condition for computing a conditional expected return and corresponding risk associated to the future total power output.

1. Introduction

Wind energy is becoming a top contributor to the renewable energy mix due to rather high capacities and generation costs that are becoming competitive with conventional energy sources[1]. However, wind energy systems suffer from a major drawback, the fluctuating nature of their source[2], which imposes a challenge to the wind power producer when it comes to trading on the liberalized electricity markets. For that, participants must bid in advance and the uncertainty of wind power production can lead to differences between the committed and actually produced energy [3]. This imbalance may result in the payment of penalties which decreases the revenue [4]. Therefore, to achieve maximum profit, it is necessary to develop optimal offering strategies. A review on the methods employed for deriving bidding strategies is given by[5].

The uncertainty associated to wind energy also affects the wind park and power grid operators, especially concerning reserve commitment. An appropriate reserve commitment needs to be a trade-off between economic (additional capacity costs) and reliability issues (risk of loss of load) [6]. The operators therefore need to develop a risk managing scheme, taking into account the intermittency of the energy source [7]. A review on the economic dispatch and risk management considering wind power in the power market is given by [8].

In this study we propose a measure to assess the return of a wind farm in terms of risk that can be used to develop bidding strategies for market participation. Our measure is based on the mean-variance portfolio (MVP) or risk-return approach first introduced in the context of portfolio selection by Markowitz[9]. Markowitz defines the return on a portfolio as a weighted sum of random variables where the investor can choose the weights. For investment he proposes to assess the ratio between the expected
return and the associated risk, which he defines as the standard deviation of return. An investment decision then is a trade-off between risk and expected return, since “the portfolio with maximum expected return is not necessarily the one with minimum variance”[9]. However, for a given amount of risk, MVP allows to maximize the expected return for a given level of risk or equivalently to minimize the risk for a given level of expected return.

In the context of wind energy this translates into optimizing the trade-off between maximizing wind power output and minimizing its variability. MVP has been employed in the framework of wind energy by Roques et al[10] to define optimal cross-countries wind power portfolios. Using historical wind production data from five European countries the authors attempt two case studies. First, they optimize the wind power output and, second, maximize the wind power contribution to system reliability. The risk-return approach has also been employed by Kitzing[11] with the purpose to assess the risk implications of two support instruments, feed-in tariffs and feed-in premiums.

This paper introduces a new approach of risk-return evaluation by including a dependence on the state of the full wind farm. More precisely, our risk-return approach is conditioned to the wind field at each time-step. It is known that such conditional stochastic approaches allow to tackle the non-stationary character of wind[2, 12].

The paper is organized as follows. Section 2 describes the used datasets. In Sec. 3 the employed methodology is introduced, first, the conditional risk-return quotient based on this scalar is defined and then a scalar observable is derived for quantifying the velocity field taken at specific time instants. In Sec. 4 we present and explain the results obtained for a wind farm in Portugal and Sec. 5 concludes the paper.

2. Data: The wind field and total power production

The data analyzed in this manuscript were obtained from a wind park with 80 turbines located in a mountainous region of Portugal. The data comprise three years of measurements with a ten-minute sampling time ($1.7 \times 10^{-3}$ Hz). They consist of two sets, the wind velocity field observed at each wind energy converter (WEC) in the farm and the farm’s total power production. It should be noted that the wind speed is measured by a nacelle anemometer on each WEC and therefore has some uncertainty associated to it. An equivalent wind speed which is affecting the rotor disk could be derived (see e.g. Ref.[13]) and used for further analysis. Since previous research successfully used nacelle anemometer measurements for a similar purpose, namely for reproducing the power output generated by single turbines and wind farms[14], we also use such nacelle measurements. The velocity field is represented as a matrix $V \in \mathbb{C}^{N_W \times N_T}$, where each entry $V_n(t) = V_n^{(x)}(t) + iV_n^{(y)}(t)$ corresponds to the velocity vector with $x$- and $y$-components $V_n^{(x)}(t)$ and $V_n^{(y)}(t)$ at the WEC labelled as $n = 1, \ldots, N_W$ and time $t = 1, \ldots, N_T$:

$$
V = \begin{bmatrix}
V_1(1) & V_1(2) & V_1(3) & \ldots & V_1(N_T) \\
V_2(1) & V_2(2) & V_2(3) & \ldots & V_2(N_T) \\
V_3(1) & V_3(2) & V_3(3) & \ldots & V_3(N_T) \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
V_{N_W}(1) & V_{N_W}(2) & V_{N_W}(3) & \ldots & V_{N_W}(N_T)
\end{bmatrix},
$$

where $V_i(t)$ is the velocity at turbine $i$ at time-step $t$. Vertical velocities are always neglected.

Our aim is to estimate the expected power production $P(t+\tau)$ at a time-lag $\tau$ after the present time $t$, using the velocity field observations at time $t$ as input. The shape of the wind power curve suggests that fluctuations in wind speed above the rated wind speed should not result in large wind power fluctuations for a single turbine. However, we find significant power fluctuations in this regime and therefore do not neglect those measurements. The methodology is described in the next section.
3. Methodology and data analysis

This section describes the methodology used for the data analysis. A new conditional risk-return approach to power production in a wind farm is introduced. It is stressed that any risk measure should take into account the present “state” of the wind farm. The straightforward way to define this state is through the full set of wind velocities at a particular time. However, as we stress below, the full wind field would imply a large amount of data to determine the state of the system. Therefore, instead of the full velocity field, we define a scalar quantity that is also capable to characterize the state of a spatially extended system such as a wind farm.

The usual way to define the percentage power return \( r(t) \) is \[11\]

\[
r(t) = \frac{P(t + \Delta t) - P(t)}{P(t)},
\]

where \( \Delta t \) is a fixed time-lag. Having the time series of the returns we can then define the expected power return by

\[
\hat{r} = \int_{-\infty}^{\infty} r \rho(r(t)) dr,
\]

and the associated risk is given by the variance of the expected returns, namely

\[
\Delta r = \int_{-\infty}^{\infty} (r - \hat{r})^2 \rho(r(t)) dr;
\]

where \( \rho(r(t)) \) is the probability for having a return \( r(t) \) at time \( t \).

In both Eqs. (3) and (4) the return \( r \) considers the total power output in the wind farm. Alternative choices are possible, e.g. to account only for the power of a subset of all WECs, the ones that represent the most the power output in the wind farm. An improvement to the power sum of the total or a subset of WECs would be a weighted sum, but in all cases it would yield an expected value and a variance (risk) independent of the present wind velocity field.

We propose instead to consider a proper quantity, “quantifying” the wind velocity field, and use it as condition for computing the expected return and corresponding variance. This state of one wind farm could be defined as the set of values of the wind velocities at instant \( t \). However, since wind farms typically contain \( N_W \sim 100 \) wind turbines, each one with \( N_s \sim 50 \) admissible wind speed states after proper binning \[15, 16\], the phase space for the wind farm would comprehend approximately \( 50^{100} \) possible states.

To overcome this shortcoming, we choose a weighted sum based on the principal component analysis (PCA) of the wind speed at all the turbines and several time-lags. This weighted sum is truncated at a given order \( q \), and we symbolize it henceforth as \( S^{(q)}(t) \) (defined in Eq. (7)), which we introduce as follows.

The PCA is performed through the eigenvalue decomposition of a matrix constructed from the covariance matrix of wind velocities. Given a set of time-lags \( \mathcal{T} = \{\tau_1, ..., \tau_{N_W}\} \), for each pair of turbines \( i \) and \( j \), we compute the covariance associated to their wind velocities referenced to given time-lags \( \tau_k, \tau_l \in \mathcal{T} \) by

\[
M_{(i\tau_k)(j\tau_l)} = \{C_{ij}(\tau_i - \tau_j)\}_{i,j=1,...,N_W} = \{(V_i(t + \tau_k) - \langle V_i(t + \tau_k) \rangle)(V_j(t + \tau_l) - \langle V_j(t + \tau_l) \rangle)^*\}_{i,j=1,...,N_W} = \begin{bmatrix}
M(1\tau_k)(1\tau_l) & M(1\tau_k)(2\tau_l) & \cdots & M(1\tau_k)(N_W\tau_l) \\
M(2\tau_k)(1\tau_l) & M(2\tau_k)(2\tau_l) & \cdots & M(2\tau_k)(N_W\tau_l) \\
& \vdots & \ddots & \vdots \\
M(N_W\tau_k)(1\tau_l) & M(N_W\tau_k)(2\tau_l) & \cdots & M(N_W\tau_k)(N_W\tau_l)
\end{bmatrix},
\]

where

\[
\Delta = \int_{-\infty}^{\infty} (r - \hat{r})^2 \rho(r(t)) dr;
\]

and

\[
\Delta r = \int_{-\infty}^{\infty} (r - \hat{r})^2 \rho(r(t)) dr;
\]
Figure 1: Percentage of total variance expressed by the first 50 eigenvectors (left) and the absolute value of the components of the eigenvector corresponding to the first eigenvalue (right) of the master matrix $M$.

where $i,j = 1,\ldots,N_W$, $l,k = 1,\ldots,N_r$ and $\langle \rangle$ denotes the average over time $t$ and $\ast$ denotes the complex conjugate.

Taking $\tau_l, \tau_k = 1,\ldots,N_r$ the covariances can be embedded in a master matrix defined as

$$M = \begin{bmatrix}
M_{(i0)(j0)} & M_{(i0)(j1)} & \cdots & M_{(i0)(jN_r)} \\
M_{(i1)(j0)} & M_{(i1)(j1)} & \cdots & M_{(i1)(jN_r)} \\
\vdots & \vdots & \ddots & \vdots \\
M_{(iN_r)(j0)} & M_{(iN_r)(j1)} & \cdots & M_{(iN_r)(jN_r)}
\end{bmatrix}$$

(6)

which is a symmetric matrix of dimension $N_W N_r \times N_W N_r$.

The master-matrix has two important properties. The first one is the symmetry $M_{(i\tau_l)(j\tau_k)} = M_{(j\tau_k)(i\tau_l)}$. Notice that $\langle V_i(t + \tau_k) \rangle = \frac{1}{N_r - \tau_k} \sum_{t=-\tau_k+1}^{N_r} V_i(t)$. Therefore, for sufficiently large number of measures, $N \gg \tau_k$, $\forall i$, we take $\langle V_i(t + \tau_k) \rangle = \langle V_i(t) \rangle$, $\forall i$. Thus, $M_{(i\tau_k)(j\tau_l)} = M_{(i0)(j(\tau_l - \tau_k))} = M_{(i\tau_l)(j\tau_k)}$. The master-matrix $M$ is therefore symmetric. Notice however that it can have complex eigenvalues and eigenvectors since $V_i(t + \tau_k)$ is complex $\forall i, k$. The second property is that, assuming approximation $\langle V_i(t + \tau_k) \rangle = \langle V_i(t) \rangle$, the master-matrix is Toeplitz by blocks.

The diagonalization of this covariance matrix allows to compute principal directions which form the set of components uncorrelated with each other. These directions in phase space are defined by linear combinations of the wind speed at each single turbine and different time-lags. The principal directions corresponding to the largest eigenvalues are the ones along which the system fluctuates strongly. Therefore, selecting from these linear combinations the few ones corresponding to the largest eigenvalues gives a subset of the most “influent” turbines for the global wind velocity state of the wind farm.

Figure 1 on the left shows the percentage of the total variance that is expressed by the first $m$ (largest) eigenvalues of the master matrix. It can be seen that the ten largest eigenvalues already account for almost 90% of the total variance in the data (check dotted lines in Fig. 1). These facts will be important below to interpret our results.

Further, the principal direction corresponding to the largest eigenvalue alone comprehends already almost 50% of signal’s variance. Its components are shown on the right of Fig. 1. It can be concluded that the contribution of the turbines is not equal throughout the park, for instance turbines 54 to 57 have a high influence, turbines 25 to 42 a comparatively low one. Considering the contributions of the time-lags, i.e. the influence of information from the past, Fig. 1 shows that the contribution starts out small for zero
time lag and quickly reaches a plateau. It then decays rapidly for lags larger than one day. This pattern is especially prominent for turbines with lower contributions.

Figure 2: Subset of the time series of the wind park’s total power output (top), return (middle) and wind park state $S^{(q)}$ for $q = 1, 2, 3$ (bottom).

Figure 3: Joint probability density function of the wind park state $S^{(1)}$ and the power return $r$ (left) and probability density function of the wind park state $S^{(1)}$ (right).
Next, we use the insight provided by a set of eigenvectors ordered according to the magnitude of their corresponding eigenvalue to define a scalar quantity for characterizing the state of the wind farm. Namely, we consider the first $q$ eigenvalues $\lambda_1, \ldots, \lambda_q$ of $M$ with $q = 1, \ldots, N_W N_\tau$, together with their corresponding eigenvectors and define the scalar quantity

$$S^{(q)}(t) = \sum_{i=1}^{q} \left| \frac{\lambda_i \sum_{j=1}^{N_W} \sum_{k=1}^{N_\tau} \omega_{ij} V_j(t - \tau_k)}{\sum_{i=1}^{q} |\lambda_i|} \right|,$$

(7)

where $\omega_{ij}$ describes the $j$-th component of the eigenvector to the $i$-th eigenvalue $\lambda_i$ and $\tau_k$ is given in units of the time increment between successive measurements of the wind speed.

Figure 4: Conditional returns $\hat{r}(q, \tau, S^{(q)}(t))$ (top), risks $\Delta r(q, \tau, S^{(q)}(t))$ (middle) and risk-return quotient $\hat{r}(q, \tau, S^{(q)}(t)) / \Delta r(q, \tau, S^{(q)}(t))$ (bottom) as a function of the state $S^{(q)}$ for several values of $q = 1, \ldots, 10$ and $\tau = 1, \ldots, 10$.

We argue here that $S^{(q)}(t)$ quantifies the wind velocity state of the wind farm at time $t$. Since the eigenvalues are ordered the first sum in Eq. (7) comprehends the $q$ largest eigenvalues. The other two sums are in the set of WECs and in (previous) times. Thus, for each choice of WEC $j$ and time-delay $\tau_k$ the quantity $S$ uses a weight given by the $j$-th component of the $i$-th most influent eigenvector. In other words, by weighting a sum of velocity measurements across the wind farm and, simultaneously, at different time-steps, the quantity $S^{(q)}$ incorporates both spatial and temporal information of the wind speed observed at the wind farm. We call $S^{(q)}$ the state of the wind farm.

Figure 2 (bottom) shows the evolution of $S^{(q)}$ for $q = 1, 2$ and $3$ together with the time series of the wind park’s total power output (top) and the corresponding returns given by Eq. (2) (middle). One can
observe that adding information from the third largest eigenvalue and its corresponding eigenvector leads to very small changes in $S^{(q)}$, especially when $S^{(q)}$ is small. Similarly to what was already concluded when addressing Fig. 1, such similar evolutions indicate that the lowest $q$ values already capture most of the information in the velocity field, at least relatively to its energy content.

Using $S^{(q)}$, we introduce a *conditional* risk-return approach, where expected return and risk are given respectively by

$$\hat{r}(q, \tau, S^{(q)}(t)) = \int_{-\infty}^{\infty} r \rho(r(t + \tau)|S^{(q)}(t))dr$$

and

$$\Delta r(q, \tau, S^{(q)}(t)) = \int_{-\infty}^{\infty} (r - \hat{r})^2 \rho(r(t + \tau)|S^{(q)}(t))dr.$$  

The joint probability density function $\rho(r(t), S^{(1)})$ for both the state $S^{(1)}(t)$ and the total power output return $r(t)$ is shown in Fig. 3 (left) together with the marginal probability density function for $S^{(1)}$ (right). The joint distribution is approximately symmetric around $r = 0$ and its variance decreases with the value of $S$, i.e. the expected variability of the power decreases with the higher intensity of the wind field.

Both density functions in Fig. 3 are needed for deriving the conditional probability $\rho(r(t + \tau)|S^{(q)}(t)) = \rho(r(t + \tau), S^{(q)}(t)) / \rho(S^{(q)}(t))$ needed for the computation of the conditional risk-return measure in Eqs. (8) and (9).

![Figure 5: Risk-return diagrams for two different values of $S^{(q)}(t)$. Each circle corresponds to a pair $(q, \tau)$. For $S^{(q)}(t) = 106.3$ the maximum of the risk-return quotient is obtained for $q_{\text{max}} = 1$ and $\tau_{\text{max}} = 1$ (red bullet), for $S^{(q)} = 218.2$ however, one obtains the values $q_{\text{max}} = 10$ and $\tau_{\text{max}} = 4$ (blue bullet).](image)

4. Results

Using Eqs. (8) and (9), we can now compute the conditional returns $\hat{r}(q, \tau, S^{(q)}(t))$, risks $\Delta r(q, \tau, S^{(q)}(t))$ and risk-return ratios $\hat{r}/\Delta r$ as a function of the state $S^{(q)}(t)$, i.e. fixing the values of $q$ and $\tau$. Results are shown in Fig. 4, where $q$ and $r$ range between 1 and 10. Important to notice here is that the conditional risk-return ratio varies a lot with $q$ and $\tau$ within a wind farm state $S^{(q)}(t)$. Therefore, a possible optimal bidding strategy would be to take into account which values of $q$ and $\tau$ yield the maximum ratio.
This sensitivity of the optimal risk-return ratio to the state of the wind farm is exemplified in detail in Fig. 5 for two particular values of $S(q)(t)$: for $S(q) = 106.3$ the maximum of the risk-return quotient is obtained for $q_{max} = 1$ and $\tau_{max} = 1$ (red bullet), for $S(q) = 218.2$ however, one obtains the values $q_{max} = 10$ and $\tau_{max} = 4$ (blue bullet).

Figure 6 shows the time series of optimal values, $q_{max}$ and $\tau_{max}$ for the full range of possible states observed in the wind farm analyzed in this study.

The values of $q_{max}$ have values ranging from one up to ten. The lowest values - typically $q_{max} = 1, 2$ or 3 - are attained for very weak winds (small values of $S$, left side of the spectrum) or for wind gusts (large values of $S$, right side of the spectrum). This can be easily explained: the two extreme situations are the ones for which the wind turbines are more synchronized and therefore most of the variance is already included in very first eigen-modes, corresponding to the lowest values of $q_{max}$. In the middle range of the wind speed (and also of the state $S$) the wind farm is far more heterogeneous and therefore higher order eigen-modes are necessary to explain the variability of the power output, yielding larger values for $q_{max}$.

As for $\tau_{max}$ the variability is much stronger, ranging from one up to several hundreds. The values chosen for $\tau_{max}$ were the ones that numerically maximize the absolute value of the risk-return ratio. Whether for other values of $\tau$ the risk-return ratio for a given state $S$ is approximately the same needs to be still investigated.

5. Conclusions and discussion

In this paper we extend the standard portfolio analysis introducing a maximum risk-return ratio conditioned to the present state of the system and apply it to one wind farm, by taking the observed wind velocity field into account. For each defined wind farm state, the corresponding optimal risk-return ratio yields a particular time-lag ($\tau$) which gives the best time-horizon to make power output forecasts.

Our results provide evidence that it is sensible to select the prediction horizon depending on the present state of the wind speed field instead of fixing it, as it is standardly done. Since, as we know, fixing the time-lag for the forecast, independently of the present state of the wind field, can lead to the underestimation of the risk levels for a given expected return or to overestimation of the return level for a given expected risk.

We conjecture that this dependence on the state of the system happens due to the non-stationary and intermittent character of the wind velocity field[2, 12], not only at one WEC but at the level of the entire wind park. Therefore, such a procedure can be helpful in other situations dealing with non-stationary and intermittent sets of data, such as the ones commonly observed in brain research and finance.
Three important remarks raise from the conclusions of our results. First, the conditional portfolio approach can be taken to derive other more sophisticated risk measurements, such as the value-at-risk for the total power output[17].

Second, the time evolution of the state of the wind farm as defined above, while properly reflecting the physical situation of interest here, could be studied in deeper detail elsewhere, particularly in what concerns its (non-)stationary character and possible intermittency of its increments in different time-scales. Depending on the outcome a Langevin approach already successfully applied to power output and other WEC properties[2, 18], may provide further insight of the evolution of wind farms.

Third, as explained above, the wind speed measurements from the nacelle anemometer have a large uncertainty which may be causing the variations of the risk-return estimates in Fig. 6. Improvements in our analysis could be achieved by substituting the nacelle measurements by effective velocity values, which have less uncertainty. These and other issues will be addressed elsewhere.
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Chapter 9

Conclusions

The main topic of this thesis was the development of stochastic methods for the analysis and simulation of wind energy data. For this, the evolution of wind speed, power and direction was assumed to follow a stochastic process and modeled with nonlinear Langevin equations, extracted directly from the data.

This approach allowed to describe the dynamic behavior of the complex wind energy systems with only a few coefficients, namely the drift and the diffusion coefficients, representing the deterministic and stochastic behavior of the process, respectively. The analyzed data was synthesized from a Markov chain model, which incorporates three variables: wind power, speed and direction. The original data was measured over a period of three years at a wind turbine in Portugal. The joint discretization yielded a model that captures the interdependency of the three variables. To use the original data to full capacity, not only one- but also two- and three-step transitions were incorporated in the model. The presented model is capable of capturing the statistical properties of the original time-series, namely the long-term distributions or persistence.

The synthesized wind data has a low sampling rate of 10-minute averages, usual in wind farms and turbine monitoring. A disputed topic in the context of the Langevin analysis of measured data is the computation of the $\tau$-limit in the estimation process of the Kramers-Moyal coefficients, especially when applying it to time-series with a low sampling rate. In this thesis, it could be shown, that despite the original data consisting of 10-minute averages, the application of the Langevin method gave rise to sensitive results. In particular, the analysis of the drift field allowed to detect the working regimes of the wind turbine as well as its characteristic rated wind speed and power. Moreover, a method to derive the turbine specific power curve based on both the drift and the diffusion coefficient was proposed.

In many data sets collected from wind energy conversion systems, daily patterns could be detected, reflecting the non stationary character of wind data. Common Markov models neglect these diurnal patterns, even though they can be of interest, especially regarding scheduling and reserve commitment. In this thesis, the introduced models were extended to capture the time-dependent behavior of the underlying stochastic process. To estimate the transition probabilities, a time-dependent Markov process model based on Bernstein polynomials was used. Special attention was payed to the convex formulation of the optimization problem to ensure a unique optimum. By comparison with empirical data, it was shown, that the model can represent the long-term statistics as well as the daily patterns of the original data. Based on the transition matrices obtained from this model, drift and diffusion coefficients were computed, which allowed to monitor the change in the dynamic behavior of the underlying stochastic process during the day.

Together with the already existent literature, all these contributions show that a stochastic description of wind energy systems is possible and provides valuable insights into the dynamics of the wind energy conversion systems. However, a critical practical issue when applying the mentioned methods is, that often the real world data-series are spoiled with measurement noise and as a consequence the estimated drift and diffusion coefficients are distorted. In this scope, a
Parameter-free methodology to disentangle the measurement noise from the underlying stochastic process was introduced. As a result, the unspoiled drift and diffusion coefficients were obtained together with the measurement noise parameters, which is demonstrated on synthetic data. Detached from the specific problem of measurement noise, the method in general serves to separate two sets of independent stochastic processes, given that one can be modeled as a Langevin- and the other as an Ornstein-Uhlenbeck process.

The prominent stochasticity of wind energy production analyzed in this thesis poses a challenge to the wind power producers concerning reserve commitment and also bidding on the liberalized energy markets. In this framework a new tool for developing bidding strategies was suggested, namely a risk-return measure that is conditioned to a wind park “state”. It is derived from a principal component analysis of the velocity field of the whole park with different time-lags.

The findings presented in this thesis give rise to several open questions.

In the analysis of the wind turbine dynamics in the stationary framework, different working regimes of the wind turbine and the turbines rated wind speed could be discovered in the drift field projected into the speed-power plane. This investigation could be extended to the cyclic model including daily production patterns to see, if the found fixed point areas exist at every time of the day and how the underlying dynamics change. It would also be interesting to see, how the dynamic behavior changes when taking the wind speed and power into account, i.e. investigating the change of the drift and diffusion coefficients in different points of the speed-power plane.

The time-dependent Markov model introduced in this thesis can be used to model any cyclic Markov process. It would be interesting to apply it to longer time-series to see, if it is possible to also capture seasonal patterns in wind energy production.

In general, the method proposed to disentangle measurement noise from the underlying stochastic process could be used in turbulence experiments in a wind tunnel as a data preprocessing tool. A concrete application would be the analysis of lift and drag coefficients that have been measured on a blade in the wind tunnel and that are known to be superposed by a signal stemming from unsteady aerodynamic effects [Luhur et al., 2014].

Another interesting extension of the work presented in this thesis would be to compare predicted power levels and their associated risk as given by the proposed risk-return measure with historical data. Moreover, it would be interesting to investigate which wind park states can be associated with a low or high risk-return quotient and compare the results from different sites.

The intermittency of the wind not only poses challenges for bidding on the liberalized energy market, but also to grid operators, who have to ensure a stable operating regime. It would be interesting to see if the tools developed in this thesis can be used to analyze the role of wind dynamics in the context of power grid stability and optimization Menck et al. [2014].
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